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Foreword

2015 was undoubtedly the year of DNA repair, with five researchers being recognized for their 
contributions in both the Nobel Prize in Chemistry and the Albert Lasker Basic Medical Research 
Award. You can read more about the science and scientists behind each of these prizes in the editorial 
and essays included in this Cell Press Selections edition on DNA repair.

The response to DNA damage is complex, eliciting tens of thousands of protein post-translational 
modifications in the typical mammalian cell. These modifications help the cell to select the appropriate 
repair mechanisms to fix the damage and minimize the number of mistakes that could lead to mutations 
or genome rearrangements.

The articles and review that we are reprinting in this collection reveal how DNA repair mechanisms are 
coordinated with each other and with processes such as DNA replication, transcription, and mitosis. 
They also explore ways to exploit these connections and dependencies in cancers lacking a particular 
DNA repair pathway.

Of course, these articles just scratch the surface of what Cell Press has published and will publish in 
this ever-evolving field, so we hope you’ll visit www.cell.com on a regular basis to keep up on the latest 
DNA repair news.

Finally, we are grateful that Bethyl Laboratories has provided generous support to help bring this reprint 
collection to you.

For more information about Cell Press Selections:

Jonathan Christison
Program Director, Best of Cell Press
e: jchristison@cell.com
p: 617-397-2893
t: @cellPressBiz

http://www.cell.com/
mailto:jchristison@cell.com


QUALIFIED ANTIBODIES | MADE IN THE USA | VALIDATED IN THE USA

Holy Cow!—Great Reactions Start with Really Good Antibodies 
 That’s because every antibody is manufactured and validated on-site using a 
 unique process that verifies target specificity with paired antibodies raised 
 against distinct protein epitopes. We’ve heard our customers’ great reactions 
 for over 40 years and now we’d like to hear what you’ll say.
  
 Request a free trial size antibody by visiting bethyl.com/8855

Holy Cow!—Great Reactions Start with Really Good Antibodies
That’s because every antibody is manufactured and validated on-site using a 
unique process that verifies target specificity with paired antibodies raised 
against distinct protein epitopes. We’ve heard our customers’ great reactions 

Really Good Antibodies

Terms & Conditions Apply. Please see webpage for complete details.           ©2016 Bethyl Laboratories, Inc. All rights reserved.

 

BL-6030-Final-Pro-for-2016-Ad-CellPress_Holly_Cow.pdf   1   3/10/16   4:01 PM

http://bethyl.com/8855


Editorial

BenchMarks

Review

Forum

Articles

Insights into the next frontier in DNA repair

2015: The Year of DNA Repair

Celebrating DNA’s Repair Crew

Deciphering the DNA Damage Response

The Journey of DNA Repair

Non-catalytic Roles for XPG with BRCA1 and BRCA2
in Homologous Recombination and Genome Stability

Targeting BRCA1 and BRCA2 Deficiencies
with G-Quadruplex-Interacting Compounds

Mutational Strand Asymmetries in Cancer Genomes 
Reveal Mechanisms of DNA Damage and Repair

HELB Is a Feedback Inhibitor of DNA End Resection

Targeting the DNA Damage Response in Cancer

Chromothripsis and Kataegis Induced  
by Telomere Crisis

Brian Plosky

Thomas A. Kunkel

James E. Haber

Natalie Saini

Kelly S. Trego, Torsten Groesser, Albert R. Davalos, Ann C. 
Parplys, Weixing Zhao, Michael R. Nelson, Ayesu Hlaing, 
Brian Shih, Björn Rydberg, Janice M. Pluth, Miaw-Sheue Tsai, 
Jan H.J. Hoeijmakers, Patrick Sung, Claudia Wiese, Judith 
Campisi, and Priscilla K. Cooper

Jutta Zimmer, Eliana M.C. Tacconi, Cecilia Folio, Sophie 
Badie, Manuela Porru, Kerstin Klare, Manuela Tumiati, Enni 
Markkanen, Swagata Halder, Anderson Ryan, Stephen P. 
Jackson, Kristijan Ramadan, Sergey G. Kuznetsov, Annamaria 
Biroccio, Julian E. Sale, and Madalena Tarsounas

Nicholas J. Haradhvala, Paz Polak, Petar Stojanov, Kyle R. 
Covington, Eve Shinbrot, Julian M. Hess, Esther Rheinbay, 
Jaegil Kim, Yosef E. Maruvka, Lior Z. Braunstein, Atanas 
Kamburov, Philip C. Hanawalt, David A. Wheeler, Amnon 
Koren, Michael S. Lawrence, and Gad Getz

Ján Tkáĉ, Guotai Xu, Hemanta Adhikary, Jordan T.F. Young, 
David Gallo, Cristina Escribano-Díaz, Jana Krietsch, Alexandre 
Orthwein, Meagan Munro, Wendy Sol, Abdallah Al-Hakim, 
Zhen-Yuan Lin, Jos Jonkers, Piet Borst, Grant W. Brown, 
Anne-Claude Gingras, Sven Rottenberg, Jean-Yves Masson, 
and Daniel Durocher

Mark J. O’Connor

John Maciejowski, Yilong Li, Nazario Bosco, Peter J. 
Campbell, and Titia de Lange

DNA Repair

The Fanconi Anemia Pathway Maintains 
Genome Stability by Coordinating Replication 
and Transcription

Rebekka A. Schwab, Jadwiga Nieminuszczy, Fenil Shah, 
Jamie Langton, David Lopez Martinez, Chih-Chao Liang, 
Martin A. Cohn, Richard J. Gibbons, Andrew J. Deans, and 
Wojciech Niedzwiedz



We won’t 
 waste your 
time.

Our hands-on approach means we’re more 
responsive, the review process is more efficient 
 and turnaround times are shorter.

When you choose Cell Press you get the 
attention you deserve.

For more information visit: www.cell.com/values

http://www.cell.com/values


Molecular Cell

Editorial

2015: The Year of DNA Repair

I startedmy undergraduate education at Colgate University in 1993, and by then, each of the 2015Nobel Laureates in Chemistry, Paul

Modrich, Thomas Lindahl, and Aziz Sancar, had alreadymade the core discoveries for which they were appropriately recognized last

month. Armed with my copy of Genes V (Lewin, 1994; Oxford University Press) for my seminar course on molecular biology, I was

introduced to the mechanisms of base excision repair (BER), nucleotide excision repair (NER), and mismatch repair (MMR) for which

the prize was awarded.

The Nobel announcement prompted me to open my now rather sun-bleached copy of Genes V (which still finds its home in my

office). In the light of our current knowledge of these systems and the looming complexity of eukaryotic DNA repair, it’s remarkable

to me how much we already understood back then about the bacterial systems. At one point during my undergraduate course, we

discussed a series of papers on MMR, including several from Paul Modrich’s group, and I was struck by the conservation between

prokaryotic and eukaryotic MMR and by the link between MMR and a form of hereditary colon cancer, which had recently been

described in a pair of Cell papers. Reading and discussing those papers with the professor and the rest of the class was the start

of my long-standing interest in DNA repair.

The repair mechanisms that this year’s laureates elucidated are seemingly simple and elegant mechanisms that all make use of the

fact that one strand of the double helix can serve as a template for its replication (as alluded to byWatson and Crick) and for its repair

(as Phil Hanawalt often reminds us). Yet the key unifying theme in their discoveries was really the recognition and removal of the

damaged or incorrect nucleotides. While each of the laureates has contributed in many ways to the field over the years, I’d like to

delve a bit deeper into why they are being recognized for ‘‘mechanistic studies of DNA repair.’’

Tomas Lindahl discovered DNA glycosylases, which initiate BER, and his group has worked out many of the key factors involved in

BER. Cells are equipped with a variety of glycosylases with diverse specificity to remove many modified base from the DNA

backbone to start the repair process. Many of these enzymes are also critical in the active removal of cytosine methylation and

the regulation of gene expression in plants and animals.

Paul Modrich characterized the bacterial MMR system to understand how replication errors are corrected by a network of proteins

that recognize both the mismatch and nascent DNA strand as well as factors for removal of the incorrect strand. His lab has also

explored the role of MMR in hereditary colon cancer and other cancers. Seemingly paradoxically, while loss of MMR can cause can-

cer, it can also result in the resistance of some cancers to certain types of chemotherapy.

Aziz Sancar has focused mainly on DNA damage caused by ultraviolet light (UV). Most notably, he characterized the bacterial NER

proteins, and his group has also contributed to our understanding of mammalian responses to UV including NER and the replication

checkpoint. They also explored prokaryotic enzymes that carry out light-dependent reversal of UV-induced DNA damage. These

photolyases have homologs in mammals, which despite having no apparent role in DNA repair are key light receptors in circadian

biology known as cryptochromes or CRY proteins.

As a graduate student, I focused on the contributions of NER and BER to the repair of alkylated DNA bases, and so the names

Lindahl and Sancar were used liberally throughout the introduction to my thesis. With roughly ten years of research experience in

the DNA repair field and nine more as an editor handling many DNA repair papers, it is personally tremendously exciting to see

the recognition of the whole field in 2015 by the Nobel and Lasker committees. Also, this year, the use of the PARP inhibitor, olapirib,

that exploits tumor-specific changes in theDNA damage response has been approved for the treatment of ovarian cancer (stay tuned

for a Review of this topic in our next issue). All of this provides extraordinary validation of the power of basic research and the need for

a balance among basic, translational, and clinical science.

Molecular Cell has been privileged to publish so much exciting work from so many scientists in this field (including Lindahl and

Modrich). Without the pioneering biochemistry on the enzymes that initiate repair by the removal of individual bases or stretches

of nucleotides, it would have been extremely difficult to interpret the genetics and cell biology of these pathways or understand their

importance in human disease.

Congratulations to Paul, Tomas, Aziz, and the whole DNA repair field!

Brian Plosky
Deputy Editor, Molecular Cell

http://dx.doi.org/10.1016/j.molcel.2015.10.034

Molecular Cell 60, November 5, 2015 ª2015 Elsevier Inc. 341
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1Genome Integrity and Structural Biology Laboratory, National Institute of Environmental Health Sciences, NIH, Research Triangle Park,

NC 27709, USA

*Correspondence: kunkel@niehs.nih.gov
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This year, the Nobel Prize in Chemistry has been awarded to Tomas Lindahl, Aziz Sancar, and Paul
Modrich for their seminal studies of themechanisms bywhich cells frombacteria toman repair DNA
damage that is generated by normal cellular metabolism and stress from the environment. These
studies beautifully illustrate the remarkable power of DNA repair to influence life from evolution
through disease susceptibility.

When Watson and Crick described the

structure of DNA in 1953, their initial

Nobel-Prize-winning studies did not

discuss how DNA damage and its repair

affect its information content. More than

60 years later, we know that, in the time

it takes you to read this article, each cell

in your body will generate a very large

number and a wide diversity of lesions in

DNA. This DNA degradation is not limited

to human beings but occurs in all organ-

isms on earth. Fortunately, we also know

that organisms from bacteria to man

have developed several pathways to

repair these lesions and that these repair

pathways are extremely important for a

wide variety of biological processes from

the evolution of species to the modulation

of human disease susceptibility. The

Royal Swedish Academy of Sciences

now celebrates the incredible value of

DNA repair by awarding the 2015 Nobel

Prize in Chemistry to three pioneers of

basic research on DNA repair mecha-

nisms, Tomas Lindahl, Aziz Sancar, and

Paul Modrich.

Even as the central dogma positing

DNA to RNA to protein was being eluci-

dated, the amazing contributions of DNA

repair to genome integrity were being

discovered. For example, studies per-

formed by several truly outstanding inves-

tigators before and during the 1950s and

1960s (reviewed in Friedberg et al.,

2006) revealed that treating bacterial or

eukaryotic cells with exogenous agents

that damage DNA results in cell death or

mutagenesis and that these effects are

suppressed by DNA repair. Then, in

1972, Tomas Lindahl published that the

glycosylic bond between a purine base

and the DNA backbone can spontane-

ously be cleaved at a readily detectable

rate (Lindahl and Nyberg, 1972), thereby

generating an apurinic site that can be le-

thal or mutagenic if not repaired. He also

showed that large numbers of oxidized,

alkylated, and deaminated bases are pro-

duced in DNA as a consequence of

normal processes that occur in cells every

day and that spontaneous or enzymatic

release of these modified bases can

form large numbers of abasic sites. These

elegant studies highlighted the need to

repair DNA lesions resulting not only

from external environmental stress but

also from normal cellular metabolism.

Importantly, Lindahl did not stop there

and, and by 1993, he had defined the

basic mechanism of base excision repair

(BER), which repairs the lesions he had

quantified (Lindahl, 1993). BER can be

initiated by any of several DNA glycosy-

lases that remove a modified base. Lin-

dahl’s first example was removal of a

uracil generated by deamination of cyto-

sine in a G-C base pair (Figure 1A), which

is a reaction catalyzed by uracil DNA

glycosylase. Abasic site endonuclease,

discovered in the late 1960s and early

1970s, then cleaves this site, or abasic

sites that are generated spontaneously,

to generate a DNA end with sugar-

phosphate group lacking a base, i.e.,

a deoxyribosephosphate (dRP) group.

DNA polymerase fills the gap and the

dRP group is removed, after which DNA

ligation completes BER. These mecha-

nistic studies have led to the award of

this year’s prize to Lindahl. Based on his

work and the work of several other

outstanding investigators, we now know

there are several variations on this BER

theme, depending on the lesions being re-

paired, the DNA glycosylase that removes

the lesion, the nuclease that cuts the DNA

backbone, the polymerase that performs

the DNA synthesis reaction, the enzyme

that removes the dRP group, and the

ligase that seals the gap. As a conse-

quence, the number of nucleotides re-

placed can vary from a single nucleotide

replacement during ‘‘short-patch’’ BER

(as in Figure 1A) to cleavage of a slightly

longer flap by an endonuclease that re-

sults in ‘‘long-patch’’ BER (e.g., see

Prasad et al., 2011). We also know that

BER is incredibly important biologically.

Defects in the proteins that participate in

BER are associated with lethality and/or

mutagenesis in organisms from bacteria

to man, and mutations that result from

defective BER can affect evolution, the

aging process, and susceptibility to hu-

man diseases such as cancer and neuro-

degenerative diseases.

The wealth of early studies of DNA

repair also revealed that exposure of

DNA or cells to UV light generates DNA

photoproducts. In bacteria, DNA photo-

products can be converted back to

normal base pairs either through direct

reversal by DNA photolyase or by removal

and replacement during another type of

repair, nucleotide excision repair (NER).

A large body of work on the mechanisms

of action and the integration of these two

repair processes has garnered a share of

this year’s Nobel Prize for Aziz Sancar.

While working as a graduate student

with C.S. Rupert in themid-1970s, Sancar

cloned the E. coli photolyase gene (San-

car and Rupert, 1978). Then, working as

a principal investigator in the 1980s, he

performed seminal studies describing

the mechanism of action of photolyase

Cell 163, December 3, 2015 ª2015 Elsevier Inc. 1301
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in reversing photoproducts (see Sancar

et al., 1987 and references therein). He

also examined a role for the mammalian

homolog of bacterial photolyase in

circadian rhythm—i.e., the regulation of

biological processes in response to

light. Equally importantly, Sancar cloned

several genes required for nucleotide

excision repair in E. coli, and he and his

colleagues then described their mecha-

nism of action (Petit and Sancar, 1999).

He showed that lesions resulting from

exposure to sunlight or certain chemicals

are recognized by the Uvr proteins to

initiate NER (Figure 1B). The pathway be-

gins with lesion recognition by the UvrA

and UvrB proteins. This recognition re-

shapes the DNA to allow the nuclease ac-

tivities of the UvrB and UvrC proteins to

incise the DNA backbone on both sides

of the lesion, permitting the UvrD helicase

to release an oligonucleotide containing

the lesion. After this release, re-synthesis

of DNA and ligation completes NER.

Sancar also performed seminal studies

to identify and characterize the proteins

involved in eukaryotic NER. Eukaryotic

NER is mechanistically similar to prokary-

otic NER, but it requires many more gene

products and removes a larger damaged

oligonucleotide than does prokaryotic

NER. Moreover, eukaryotic NER is differ-

entiated into global NER of the whole

genome and transcription-coupled NER

that specifically operates on transcribed

genes. We now know that the protein re-

quirements for these two types of NER

differ somewhat (Schärer, 2013). This

fact is of great continuing interest not

only mechanistically, but also because

the health consequences of the failure of

the two types of NER differ. In addition,

Figure 1. The Mechanisms of Escherichia coli BER, NER, and MMR
(A) The mechanism of single-nucleotide BER of uracil arising from deaminated cytosine, as described by Lindahl (1993).
(B) The basic mechanism of NER described by Sancar (Petit and Sancar, 1999).
(C) The basic mechanism of E. coli MMR (Modrich, 1991). See text for full descriptions and for additional studies of eukaryotic repair mechanisms.

1302 Cell 163, December 3, 2015 ª2015 Elsevier Inc.



Sancar has more recently found and is

vigorously investigating the role of a

mammalian homolog of bacterial photo-

lyase in circadian control of mammalian

NER, with one possible goal being

chrono-chemotherapy (Sancar et al.,

2010).

The third Nobel laureate in Chemistry

for 2015 is Paul Modrich. He too richly de-

serves this honor for his studies eluci-

dating the mechanisms underlying a third,

very important type of DNA repair,

mismatch repair (MMR). By 1980, elegant

studies by several outstanding bacterial

geneticists had demonstrated that mis-

matched base pairs in the DNA of certain

bacteria are corrected by MMR that is

directed to one of the two DNA strands

by unmethylated adenines present in

GATC sequences and that this repair re-

quires the products of the MutS, MutL,

MutH, and UvrD genes. These facts

prompted a series of studies in which

Modrich began to unravel the mecha-

nisms underlying MMR in E. coli. By

1989 (Lahue et al., 1989), Modrich re-

ported that MMR is initiated when MutS

protein binds to a mismatch (Figure 1C).

The mediator protein MutL then binds to

MutS-DNA, allowing these proteins, with

assistance from the beta clamp protein,

to perform an ATP-dependent search of

the DNA for GATC sequences containing

adenines that are transiently hemimethy-

lated for a very short time after replication.

MutS and MutL then interact with MutH,

allowing the endonuclease activity of

MutH to incise the DNA backbone of the

transiently unmethylated—i.e., newly

replicated—DNA strand. This incision

can be introduced either 50 or 30 of the
mismatch, allowing the UvrD helicase to

promote excision of the newly replicated

DNA containing the mismatch by any of

four nucleases. Correct DNA re-synthesis

and ligation then complete E. coli MMR

(Modrich, 1991).

In the late 1980s,Modrich also began to

use cell free extracts to examine the

mechanism of eukaryotic MMR. Just as

his colleagues had shown for BER and

NER, Modrich showed that the mecha-

nisms of prokaryotic and eukaryotic

MMR share many common features but

that eukaryotic MMR is more compli-

cated. He shared in the discovery of

eukaryotic MutSa in1993, and he has

led the field in describing how this

heterodimer cooperates with a second

heterodimer, MutLa, to promote MMR

recognition, signaling for strand discrimi-

nation and mismatch excision. Among

Modrich’s most important recent findings

is that the PCNA sliding clamp that encir-

cles DNA and participates in both replica-

tion and MMR, working in conjunction

with MutSa bound to a mismatch, acti-

vates an endonuclease activity in MutLa.

This nuclease activity nicks the DNA in

only one strand, thereby allowing nuclear

DNA replication errors in the newly syn-

thesized strand to be repaired very effi-

ciently (Kadyrov et al., 2006). Remarkably,

endonuclease activity is also present in

most prokaryotic MutL homologs. This

strongly implies that, for most organisms

on earth, the major strand discrimination

signal and entry point for mismatch exci-

sion during MMR involves sliding clamp-

dependent nicking of the newly replicated

DNA strand by bacterial MutL or eukary-

otic MutLa. The many interesting ques-

tions that remain in this field can now be

examined with an appreciation of the

general mechanism of MMR outlined by

Modrich’s work.

Each of this year’s Nobel laureates in

chemistry share with their many col-

leagues the knowledge that DNA repair

comes in many forms that sometimes

overlap. Sancar and Modrich have co-

authored articles showing that NER and

MMR can sometimes repair the same le-

sions (e.g., see Mu et al., 1997), and they

have shown that the proteins involved in

NER and MMR have additional functions

in cellular checkpoint responses to DNA

damage (Lindsey-Boltz et al., 2014; Liu

et al., 2010). The mechanistic studies by

all three Nobel laureates are also beauti-

fully complemented by extensive studies

of additional types of DNA repair con-

ducted by other talented investigators.

This includes the repair of DNA double-

stranded breaks by homologous recom-

bination and by non-homologous end

joining, repair of DNA-DNA and DNA-pro-

tein crosslinks, and repair of ribonucleo-

tides incorporated into DNA. Moreover,

the various types of DNA repair are

controlled and coordinated with each

other in space and time and with other

cellular transactions, including replica-

tion, transcription, and cellular signaling

mechanisms. Obviously, after only a

few decades of work to sort out how

evolution has gotten us to this point in

the lives of many and very different organ-

isms on earth, we still have much to learn.

That said, it is a great pleasure to cele-

brate what we already know at this

moment, thanks in large measure to the

outstanding mechanistic studies of DNA

repair conducted for several decades by

Tomas Lindahl, Aziz Sancar, and Paul

Modrich. As we eagerly look forward to

what will be discovered in the future, we,

their colleagues and friends, congratulate

them!
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This year’s Albert Lasker Basic Medical Research Award honors Evelyn Witkin and Stephen
J. Elledge, two pioneers in elucidating the DNA damage response, whose contributions span
more than 40 years.

Bacterial or human cells devote signifi-

cant resources to maintain the integrity

of their genomes. Among the most severe

challenges are sources of DNA damage

such as ultraviolet (UV) light and other

chemical agents that alter DNA bases.

Crosslinking of DNA bases creates blocks

to normal DNA replication that must be

removed or bypassed. Genome integrity

is also assaulted by ionizing radiation

and other clastogens that cause double-

strand breaks that must be rejoined,

either by nonhomologous end-joining or

by homologous recombination. For repair

to be successful, it must be completed

before the cell divides; incompletely repli-

cated chromosomes become trapped,

while acentric broken chromosome seg-

ments get lost or mis-segregated. Fail-

ures of the DNA damage response are a

common cause of cancer in humans. To

assure that repair is accomplished before

cell division, cells have evolved complex

surveillance mechanisms to identify DNA

damage, to impose checkpoints that ar-

rest cell division until repair is completed,

and to assure that an appropriate DNA

repair response is launched. This year’s

Lasker prize honors two visionary scien-

tists whose experiments and revolution-

ary insights set the stage for our present

understanding of these critical processes.

Evelyn Witkin’s contributions to the

field of DNA repair began with her first

publication, in 1946, identifying a mutant

E. coli strain that is resistant to both UV

light and X-rays. She noted that this strain

does not show the usual delay in cell divi-

sion or the filamentous elongation before

cell division that is normally seen in wild-

type strains. Subsequently, she noted

many similarities between UV-induced

filament formation and the UV-induced

activation of the dormant phage l.

After moving from Cold Spring Harbor

Laboratory to the State University of

New York Downstate Medical Center,

Witkin pursued these ideas while also

providing key insights into the process of

UV-induced mutagenesis, identifying a

‘‘dark repair’’ process in addition to the

photo-reversal of pyrimidine dimers and

suggesting the existence of error-prone

DNA polymerases.

In her seminal paper (Witkin, 1967),

Evelyn Witkin invoked the ideas recently

proposed by Jacob and Monod of a

repressor that inhibits both UV-induced

phenomena and that itself would be inac-

tivated by UV irradiation. By this time, it

was already known that phage l itself

has a repressor that is inactivated by UV

light. Witkin proposed that the presence

of UV photodimers triggers the inactiva-

tion of a common repressor that would

then allow the expression of genes, which

in turn would promote both the arrest

of cell division and the induction of the

phage. Subsequently, Miro Radman, a

postdoctoral fellow in Paris, circulated a

letter in 1971 to leading scientists in

the field, proposing the concept of a gen-

eral ‘‘SOS response.’’ Radman’s ideas

were not formally published and widely

available until 1975, but Witkin quickly

embraced this idea. She summarized the

rapidly growing body of knowledge in a

comprehensive review on ‘‘Ultraviolet

mutagenesis and inducible DNA repair in

Escherichia coli’’ (Witkin, 1976).

Soon afterWitkin advanced her hypoth-

esis, several labs identified key elements

of this regulation. Activation of phage l

and inhibition of cell division depend on

the recombination protein RecA. Witkin

herself, now at Rutgers University,

showed that UV-induced mutagenesis

depends on an apparently UV-induced

error-prone form of DNA replication

controlled by LexA (Witkin and George,

1973), which proved to be the repressor

of many SOS genes. The induction of

phage l depends on the proteolytic cleav-

age of the l repressor, a process involving

RecA. Initially RecA was thought to be a

protease as well as the central recombi-

nation protein, but subsequent work has

shown that RecA, which forms a filament

on single-stranded DNA that is created

at stalled replication forks (i.e., after UV

irradiation) or on the resected single-

stranded ends of X-ray broken DNA

ends, acts as an allosteric effector to pro-

mote the autocleavage of both LexA and

the l repressor.

In the more than 40 years sinceWitkin’s

hypothesis began to take molecular

shape, the SOS response has emerged

as a much more complex network of re-

sponses to DNA damage. Nearly 70

genes have been identified that either

regulate LexA response or are regulated

directly by LexA and are induced by

Witkin and Elledge at Graham Walker’s

induction into the National Academy of Sci-

ences in 2013. Photo credit: Gordon Walker.
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DNA damage. These genes have been

identified by reporter gene fusions to

various promoters and subsequently by

gene expression profiling or by bioinfor-

matics approaches using the consensus

SOS repressor sequence. Among the pro-

cesses controlled by SOS are cell divi-

sion, nucleotide excision repair, DNA

repair by recombination, and translesion

DNA polymerases. Witkin’s decisive role

in understanding the bacterial DNA dam-

age response has been recognized by

many awards, most notably the National

Medal of Science in 2004.

Oneparticular LexA-regulated ‘‘bypass’’

DNApolymerase, encodedby theUmuDC

operon, provides the link between Evelyn

Witkin and Stephen Elledge. Witkin had

generously supported the research of

young researchers such as Graham

Walker (in his case, Witkin carried a sensi-

tive UV dose meter from Paris to Cam-

bridge, MA, so that Walker could carry

out his experiments). Elledge and Walker

(Elledge and Walker, 1983) cloned the

UmuC and UmuD open reading frames.

UmuD is cleaved in a RecA-dependent

fashion to a smaller, active form called

UmuD0. Witkin herself showed that there

is a third key RecA-mediated activity, in-

dependent of the operon’s induction by

LexA or the cleavage of UmuD.

In Walker’s lab, Elledge first displayed

his remarkable facility in creating novel

genetic screens and molecular tools

for the analysis of complex regulation, in-

venting phasmid vectors for the comple-

mentation of E. coli mutants. Indeed,

throughout his career, Elledge has in-

vented remarkable research tools and ge-

netic screens, most recently a powerful

new method for profiling human popula-

tions with a drop of blood, using a syn-

thetic human virome to detect anti-viral

antibodies.

After earning his Ph.D., Elledge moved

to Ron Davis’ lab at Stanford for his post-

doctoral work, making the transition from

prokaryotes to the emerging eukaryotic

model system, budding yeast. Elledge’s

initial goal was to use phage-expression

techniques to screen for yeast’s RecA

on the assumption that an anti-RecA

antibody would find the gene. Instead,

he accidentally pulled out the gene en-

coding the small subunit of ribonucleotide

reductase, Rnr2 (Elledge and Davis,

1987). (It would take another 5 years

before yeast’s Rad51 protein would be

shown to be similar to RecA.) Elledge

demonstrated that RNR2 mRNA is

strongly induced by DNA damage and

realized that this might be a tool through

which he could interrogate the regu-

latory pathway responsible for RNR2’s

induction.

Elledge’s characterization of RNR2

regulation quickly established that it

does not fit the paradigm of the E. coli

response: its expression is still induced

by UV in the absence of protein synthesis.

A 42-bp regulatory region would confer

damage inducibility to a reporter gene

but does not share sequence similarity

with the LexA binding site. Importantly, a

protein kinase, Dun1, was found to be a

key regulator of RNR gene expression af-

ter blocking DNA replication (Zhou and El-

ledge, 1993). Dun1 itself is activated for

autophosphorylation in response to DNA

damage. This finding established that

DNA damage is indeed transduced by

signal transduction, through a protein ki-

nase, and was the first demonstration of

what is now called the DNA damage

response (DDR) pathway.

The concept of a DNA-damage-depen-

dent cell-cycle delay in eukaryotes was

intuited by Tobey (Tobey, 1975) studying

drug and UV-sensitive mutants in fission

yeast, and the concept of a DNA damage

checkpoint was first articulated by Wei-

nert and Hartwell (Weinert and Hartwell,

1988), who demonstrated that mutants

in the RAD9 gene, while proficient for

repair of X-ray induced lesions, are X-ray

sensitive because they fail to arrest prior

to mitosis and thus give cells sufficient

time to repair lesions before chromosome

segregation. Several additional muta-

tions, including mutants in MEC1 (mitotic

entry checkpoint) and RAD53 (originally

identified as an X-ray sensitive mutation),

had been identified by Weinert et al.

(Weinert et al., 1994), but the biochemical

activities of these gene products were un-

known. Elledge’s lab contemporaneously

identified S-phase arrest-defective (sad)

mutants, including an allele of RAD53

and an allele ofMEC1, which later proved

to be yeast’s homolog of the ATR kinase

(Allen et al., 1994). Allen et al. showed first

that Rad53 is itself a protein kinase. Sec-

ond, Rad53’s kinase activity is required

for the activation of Dun1, and Dun1 re-

mains unphosphorylated in the rad53

mutant. Third, Rad53 is involved in the

control of three distinct checkpoints: a

pause in G1 after DNA damage, the failure

to induce RNR genes in response to a

replication block, and a failure to delay

mitosis in the face of unrepaired DNA

damage. At this point, it became clear

that the response to DNA damage in eu-

karyotes was not going to be similar to

the regulation of the LexA repressor. The

studies of eukaryotic regulation ‘‘impli-

cate protein phosphorylation in the

cellular response to DNA damage and

replication blocks’’ (Allen et al., 1994).

Indeed, the notion of a cascadeof phos-

phorylation signals, and the counter-

acting dephosphorylations that must

help terminate the checkpoint response,

is the primary theme of eukaryotic cell-

cycle regulation in response to DNA dam-

age. On top of this scheme is another

feature especially of higher eukaryotes,

the self-destruction of cells with DNA

damage by apoptosis, mediated princi-

pally through the p53 gene.

When Elledge set up his own lab at

Baylor College of Medicine in 1989, he

soon began to work on mammalian cells

as well as yeast, embracing questions of

the role of cyclin-dependent kinases in

cell-cycle control. The yeast work quickly

informed recent discoveries in the DNA

damage response in mammalian cells.

Soon thereafter, Elledge’s lab showed

that Mec1 and another kinase Tel1 phos-

phorylate and regulate Rad53 (Sanchez

et al., 1996) and later that Tel1 phosphory-

lates yet another protein kinase Chk1.

In collaboration with Errol Friedberg’s

lab, they established thatMec1 is a homo-

log of the mammalian ATM gene, whose

mutant cells show many defects in

response to DNA damage. In fact, Mec1

later proved to be the homolog of another

PI3K-like kinase, ATR, while Tel1 is the

closer homolog to the ATM-related ATR

gene. As the work progressed, it became

evident that the PI3K-like kinases Mec1

andTel1 sat atopaprotein kinasecascade

whose immediate downstream targets

include Rad53 and Chk1 (Matsuoka

et al., 1998). In a flurry of other papers,

the Elledge lab demonstrated the parallels

between the Mec1/Tel1 regulation of

Rad53 and Chk1 with the mammalian

ATM/ATR control of Chk1 and Rad53’s

mammalian homolog, Chk2, respectively

(Liu et al., 2000; Matsuoka et al., 1998;
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Sanchez et al., 1999). The link between

ATR and cell-cycle control became

stronger when Elledge’s lab, in collabo-

ration with Helen Piwnica-Worms,

demonstrated that Chk1 phosphorylates

the key Cdk2 regulator, Cdc25 phospha-

tase (Sanchez et al., 1997), and later,

with Elledge’s long-time collaborator

Wade Harper, showed that this phos-

phorylation triggers the degradation of

Cdc25 and imposes cell-cycle arrest

(Jin et al., 2003). Of course, while cele-

brating Stephen Elledge, it is important

to remember that there were many

important contributions by other labs as

these ideas blossomed. To cite only a

few, Yosef Shiloh’s group first cloned

and sequenced ATM; Michael Kastan

demonstrated a key control by ATM of

p53; Antony Carr and Karlene Cimprich

characterized ATR; and Paul Russell

and Paul Nurse outlined the phospho-

regulation of the Cdk2 kinase.

The outlines of the full DDR are still be-

ing inked in. After moving toHarvardMed-

ical School, Elledge’s lab continued to

enlarge the domain of DDR responses. A

phosphoproteomic screen identified

more than 700 in vivo substrates of ATM

and ATR, implicating ATM/ATR control

of processes as diverse as kinetochore

function, regulation of the cytoskeleton,

control of ubiquitylation, and protein

degradation by both the proteasome

and autophagy. Most recently, his lab

has carried out an analysis of proteins re-

cruited to DNA-damaged chromatin and a

quantitative ‘‘atlas’’ of ubiquitylation and

acetylation associated with the DDR. In

addition, Elledge’s masterful reviews

have guided the field. Stephen Elledge’s

insights into the eukaryotic DNA damage

response have led to many awards,

most recently the Rosenstiel Award and

the Canada Gairdner Award in 2013.

Both bacteria and eukaryotes exhibit a

complex DDR, but this is one of those

fascinating instances in which there has

been little evolutionary conservation of

the mechanisms to achieve a common

goal. Our present understanding of these

processes owes much to Evelyn Witkin

and Stephen Elledge, the two winners of

this year’s Albert Lasker Award in Basic

Medical Research.

REFERENCES

Allen, J.B., Zhou, Z., Siede, W., Friedberg, E.C.,

and Elledge, S.J. (1994). Genes Dev. 8, 2401–2415.

Elledge, S.J., and Davis, R.W. (1987). Mol. Cell.

Biol. 7, 2783–2793.

Elledge, S.J., and Walker, G.C. (1983). J. Mol. Biol.

164, 175–192.

Jin, J., Shirogane, T., Xu, L., Nalepa, G., Qin, J., El-

ledge, S.J., and Harper, J.W. (2003). Genes Dev.

17, 3062–3074.

Liu, Q., Guntuku, S., Cui, X.S., Matsuoka, S., Cor-

tez, D., Tamai, K., Luo, G., Carattini-Rivera, S., De-

Mayo, F., Bradley, A., et al. (2000). Genes Dev. 14,

1448–1459.

Matsuoka, S., Huang, M., and Elledge, S.J. (1998).

Science 282, 1893–1897.

Sanchez, Y., Desany, B.A., Jones, W.J., Liu, Q.,

Wang, B., and Elledge, S.J. (1996). Science 271,

357–360.

Sanchez, Y., Wong, C., Thoma, R.S., Richman, R.,

Wu, Z., Piwnica-Worms, H., and Elledge, S.J.

(1997). Science 277, 1497–1501.

Sanchez, Y., Bachant, J., Wang, H., Hu, F., Liu, D.,

Tetzlaff, M., and Elledge, S.J. (1999). Science 286,

1166–1171.

Tobey, R.A. (1975). Nature 254, 245–247.

Weinert, T.A., and Hartwell, L.H. (1988). Science

241, 317–322.

Weinert, T.A., Kiser, G.L., and Hartwell, L.H. (1994).

Genes Dev. 8, 652–665.

Witkin, E.M. (1967). Proc. Natl. Acad. Sci. USA 57,

1275–1279.

Witkin, E.M. (1976). Bacteriol. Rev. 40, 869–907.

Witkin, E.M., and George, D.L. (1973). Genetics 73

(Suppl 73 ), 73, 91–10.

Zhou, Z., and Elledge, S.J. (1993). Cell 75, 1119–

1127.

Cell 162, September 10, 2015 ª2015 Elsevier Inc. 1185



Want to learn how to 
prepare, submit and 
publish an article in 
a Cell Press journal?

Watch the Cell Press publication guide.

for more information visit
www.cell.com/publicationguide

Chapter 1:  Before manuscript submission Chapter 2:  After initial submission

Chapter 3:  Decision process Chapter 4:  After manuscript acceptance

http://www.cell.com/publicationguide


Forum
The Journey of DNA

the lack of, or error-prone repair, have
been proposed to play a role in aging.
In support of this theory are several stud-

later noted that MMR was also required to
assure the fidelity of DNA replication by
correcting nucleotide misincorporation

t by the
Repair
e
d
w
r

t

s
ia

m

d

s

n

e
s
a
r
-

t

r, a key
How is
een the
strands
ical and
demon-
E. coli is
n of the
e GATC
work on
MR has
s for the
system.

ra
essed a
r under-
techno-
led us to
uestions
ic details
ys: How
se path-
ponents
eir roles
re in the
perate?
Natalie Saini1,*

Twenty one years ago, th
Repair Enzyme was declare
ecule of the Year’. Today,
celebrating another ‘year of
with the 2015 Nobel Prize in
istry being awarded to Aziz S
Tomas Lindahl, and Paul M
for their collective work on
ferent DNA repair pathways

The integrity of DNA is constant
threat by many genotoxic agen
within and outside the cell. It is e
that the DNA in a typical mammal
exposed to 104 to 105 lesions eve
the form of altered bases, abas
inter- or intrastrand crosslinks
adducts, mismatches and small in
and deletions, and single- or
strand breaks [1]. Given the vast re
of damage encountered by the ge
is hardly surprising that cells have
a multitude of repair pathways to
integrity. Either the absence or er

repair of such damage has dire

c
e

c
x
a

R
a

e

i

e
s

y

u

s
s
o

o

versus
s? We
few of
briefly

ging has
temporal
ith DNA
fluores-
the abil-
d loci in
chers to
repair.

orescent
s in the
t broken
mobility
ks tend
y during
quences for the organism in the
increased mutation load and
somal rearrangements. Unrepair
ble-strand breaks can also lead
of entire chromosomes. These p
ena have been implicated in can
various hereditary diseases. E
include predisposition to heredit
polyposis colon cancer in individu
defects in mismatch repair (MM
rectal cancer and sporadic gliobl
associated with mutations in ba
sion repair (BER); breast cancer in
of mutations in BRCA1 or BRCA2
gen breakage syndrome; canc
ataxia telangiectasia; and Bloo
Werner syndromes due to d
recombination repair. Furth
increased mutation loads result
DNA
‘Mol-
e are
epair’,
Chem-
ancar,
odrich
he dif-
.

ly under
ts both
timated
n cell is
ry day in
ic sites,
, bulky
sertions
double-
pertoire
nome, it
evolved
aintain

roneous
conse-
form of
hromo-
d dou-
to loss
henom-
ers and
amples
ry non-
als with
); colo-
stomas
se exci-
carriers
; Nijme-
r-prone
m and
efective
ermore,
ng from

ies demonstrating that DNA dam
mutations accumulate in aging
well as recent work linking
DNA repair with premature aging
types and an increased incidence
cer (reviewed in [2]).

DNA Repair: The Early Day
The discovery that DNA and its re
form the predominant basis of h
triggered an avalanche of studies
to elucidate the factors that influ
stability. The knowledge of de
effects of mutagenic chemicals a
tion on DNA, accumulated mos
classical genetics, soon led to th
tion that repairing DNA lesions i
Among the first DNA repair pathw
discovered was enzymatic photo
tion – the process of reverting UV
pyrimidine dimers to monomers b
lyase in the presence of light. The c
the Escherichia coli gene phr and
chemical characterization by Aziz
[3] was crucial in understanding
tion of this remarkable enzyme. Th
Sancarwent on tostudyothermec
of DNA repair that are activated
exposure. His work alongwith oth
cloning and biochemical analysi
bacterial uvr proteins steered the d
of the nucleotide excision repa
pathway [4]. Similarly, the 1974 d
of DNA glycosylases in E. coli b
Lindahl pioneered studies on t
pathway [5]. Subsequently, n
dedicated to the cleavage and
quently repair of abasic sites fo
DNA after the action of glycosyla
been found in various other
Today, there are 11 known glyc
in mammalian cells.

The existence of an enzymatic me
correcting abnormally paired base
was first postulated by Robin H
1964 to explain the fate of su
matches formed in the process o
recombination in ascomycetes [6
age and
cells, as
efective
pheno-
of can-

plication
eritability
seeking
ence its
leterious
d radia-
tly from
realiza-
critical.
ys to be
eactiva-
induced
y photo-
loning of
its bio-
Sancar

he func-
ereafter,
hanisms
post-UV
rs in the
of the

iscovery
ir (NER)
iscovery
Tomas

he BER
cleases
conse-
rmed in
es have
ystems.
sylases

chanism
s in DNA
lliday in
ch mis-
f meiotic
]. It was

and primer–template misalignmen
replicative polymerases. Howeve
question remained unanswered:
MMR able to distinguish betw
parental and the newly synthesized
of DNA? Using elegant biochem
genetic approaches, PaulModrich
strated that stranddiscrimination in
achieved by differential methylatio
parental strand at adenines in th
context [7].Modrich's subsequent
both eukaryotic and prokaryotic M
been seminal in revealing the role
major players involved in this repair

DNA Repair: The Current E
The past few decades have witn
tremendous advancement in ou
standing of DNA repair. Current
logical breakthroughs have enab
address several unresolved q
regarding the intricate mechanist
underlying various repair pathwa
is DNA damage sensed by the
ways? Which are the key com
of these pathways and what are th
in repairing different lesions? Whe
cell do the different pathways o
How do cells regulate error-free
error-prone repair mechanism
now have valuable insight on a
these problems, as illustrated
through the following examples.

The development of live cell ima
led to the elucidation of the spatio
interactions of repair proteins w
lesions in real time. Utilization of
cently tagged repair proteins with
ity to engineer damage at define
the genome has enabled resear
decipher the dynamics of DNA
Analogous approaches using flu
tagging of double-strand break
genome have further revealed tha
chromosomes have increased
within the nucleus and that brea
to localize at the nuclear peripher
repair [8].
Trends in Cancer, December 2015, Vol. 1, No. 4 215

mailto:papavasiliou@rockefeller.edu
http://dx.doi.org/10.1016/j.trecan.2015.10.008
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0005
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0005
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0005
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0010
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0010
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0010
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0015
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0015
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0015
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0020
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0020
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0020
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0025
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0025
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0025
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0030
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0030
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0035
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0035
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0035
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0040
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0040
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0040
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0045
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0045
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0045
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0050
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0050
http://refhub.elsevier.com/S2405-�8033(15)00055-�2/sbref0050
mailto:mdtaylor@sickkids.ca
http://dx.doi.org/10.1016/j.trecan.2015.11.002
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0060
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0060
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0065
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0065
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0070
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0070
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0070
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0075
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0075
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0075
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0075
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0080
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0080
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0080
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0085
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0085
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0085
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0090
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0090
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0090
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0095
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0095
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0095
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0100
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0100
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0100
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0105
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0105
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0105
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0110
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0110
http://refhub.elsevier.com/S2405-�8033(15)00067-�9/sbref0110


Another powerful approach gaining wide-
spread popularity is the analysis of DNA
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An underlying hallmark of cancers is their genomic instability, which is associatedwith a greater propensity to
accumulate DNA damage. Historical treatment of cancer by radiotherapy and DNA-damaging chemotherapy
is based on this principle, yet it is accompanied by significant collateral damage to normal tissue and un-
wanted side effects. Targeted therapy based on inhibiting the DNA damage response (DDR) in cancers offers
the potential for a greater therapeutic window by tailoring treatment to patients with tumors lacking specific
DDR functions. The recent approval of olaparib (Lynparza), the poly (ADP-ribose) polymerase (PARP) inhib-
itor for treating tumors harboring BRCA1 or BRCA2 mutations, represents the first medicine based on this
principle, exploiting an underlying cause of tumor formation that also represents an Achilles’ heel. This review
highlights the different concepts behind targeting DDR in cancer and how this can provide significant oppor-
tunities for DDR-based therapies in the future.

The DNA Damage Response as a Source of Anticancer
Drug Targets
Tens of thousands of DNA damage events occur every day in our

cells, and many different mechanisms have evolved to deal with

them (Ciccia and Elledge, 2010; Jackson and Bartek, 2009). The

DNA damage response (DDR) is a collective term for the plethora

of different intra- and inter-cellular signaling events and enzyme

activities that result from the induction and detection of DNA

damage. These include events that lead to cell-cycle arrest, regu-

lation of DNA replication, and the repair or bypass of DNA dam-

age. Should DNA repair not be possible or suboptimal repair

lead to an unsupportable level of genomic instability, DDR can

also impact ondownstreamcell fate decisions, such as cell death

or senescence that can either be dependent or independent of

the immune system (d’Adda di Fagagna et al., 2003; Freund

et al., 2010;Kanget al., 2015). Recent analyses suggest that there

are at least 450 proteins integral to DDR (Pearl et al., 2015), and

the choice of optimal drug target within DDR will be based on

what type of DNA damage repair is to be inhibited and when in

the cell cycle that damage is likely to occur (Figure 1).

Different forms of DNA damage evoke responses by different

repair mechanisms and signaling pathways (Hoeijmakers,

2001), and while there is not an absolute redundancy as such,

different DDR pathways may potentially compensate in the

absence of the optimal or bespoke repair pathway. An analogy

might be carpentry tools where, in the absence of a specific

tool for a repair job, another tool can be used, although that tool

maynotbequiteaseffectiveand the results notquite soaccurate.

In human cells there are fivemajor repair pathways. Modified ba-

ses, abasic sites, and the DNA single-strand breaks (SSBs) pri-

marily generated from their processing are the most common

form of DNA damage, estimated at more than 20,000 events

per cell per day (Lindahl et al., 1995), and these are repaired by

the base excision repair (BER) pathway (Caldecott, 2014; Wilson

etal., 2010).Thereare twomajor formsof repairwhendealingwith

DNAdouble-strandbreaks (DSBs) (Shibata andJeggo, 2014), the

most genotoxic form of DNA lesion due to the issues associated

with accurate chromosome segregation during cell division. Ho-

mologous recombination repair (HRR) is a relatively accurate

and efficient repair pathway but depends upon the presence

of undamaged sister chromatid DNA (Moynahan and Jasin,

2010), while the non-homologous end-joining (NHEJ) pathways

(C-NHEJ and alt-NHEJ) are not dependent on the presence of

replicated DNA and, while still effective, are less accurate, poten-

tially introducing DNA rearrangements (Ceccaldi et al., 2015;

Lieber, 2010;Radhakrishnanet al., 2014).Thenucleotideexcision

repair (NER) pathway deals withmodified nucleotides that distort

the structure of the double helix (Hoeijmakers, 2009) and is the

pathway that primarily deals with UV-induced damage but also

plays an important role in dealing with DNA damage induced by

platinumsalts aswell. Themismatch repair (MMR) pathway deals

with replication errors, including mismatch base-pairing as well

as nucleotide insertions and deletions (Jiricny, 2006). Another

commonevent during the replication process is the incorporation

of ribonucleotides. Removal byRNaseH2prevents the increased

likelihood of DNA strand breaks that would otherwise form due

to the greater susceptibility of ribonucleotides to hydrolysis

compared with deoxynucleotides (Reijns et al., 2012).

In addition to these major pathways, nucleotide damage in

the form of adducts that can block replication fork progression,

either occurring naturally through environmental mutagens or

from chemotherapy such as platinum agents, can be bypassed

as a short-term solution by a mechanism known as transle-

sion synthesis (Goodman and Woodgate, 2013; Waters et al.,

2009). Other mechanisms of DNA damage tolerance that

allow DNA replication to proceed in the presence of damage

include convergence of adjacent replicons, discontinuous syn-

thesis of Okazaki fragments on the lagging DNA strand, and

re-priming of DNA synthesis downstream of lesions on the lead-

ing strand (Bianchi et al., 2013; Heller and Marians, 2006). DNA

inter-strand cross-links that can also impair replication are re-

paired through the activities of the Fanconi anemia (FA) complex
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of proteins (Kee and D’Andrea, 2010). Finally, three common

forms of base damage (O6-methylguanine, 1-methyladenine,

and 3-methylcytosine) can be repaired directly (Sedgwick

et al., 2007).

The response to DNA damage will be different depending on

the cell-cycle status. For example, cells in G1 will not have sis-

ter chromatid DNA available as an undamaged template and

therefore will be dependent upon NHEJ pathways for the repair

of DSBs. In addition, there are important differences in the

primary roles of checkpoints at different stages of the cell cycle

and in the DDR factors that are involved. For example, the G1/S

checkpoint allows the repair of DNA damage prior to the start

of DNA replication in order to remove obstacles to DNA synthe-

sis, and key DDR factors regulating this checkpoint include

Figure 1. DDR Pathway and Cell-Cycle
Targets
(A) DDR pathway targets, including the rationale
for targeting these pathways. Shown in bold are
SSB and DSB repair targets that are currently
being evaluated in clinical trials. *MTH1/dNTP
sanitation proposed as an opportunity, but
emerging data have not been able to provide
validation (Alwan et al., 2015).
(B) DDR cell-cycle targets. DDR targets are shown
for each cell-cycle checkpoint, with those in bold
currently being evaluated in clinical trials. APE1,
AP endonuclease 1; ATM, ataxia-telangiectasia
mutated; ATR, ataxia-telangiectasia and Rad3-
related; DNA-PK, DNA-dependent protein kinase;
PARP, poly(ADP-ribose) polymerase; RTx, radio-
therapy; Topo, topoisomerase.

ATM, CHK2, and p53. The intra-S phase

checkpoint proteins ATR, CHK1, DNA-

PK, and WEE1 can delay replication

origin firing to provide time to deal with

any unrepaired DNA damage that has

occurred, thus preventing under-repli-

cated DNA regions being taken beyond

S-phase. The activities of the G2/M

checkpoint proteins including CHK1,

MYT1, and WEE1 lead to an increase in

phosphorylated CDK1, thereby keeping

it in its inactive state and delaying mitotic

entry. The G2/M checkpoint really repre-

sents the last major opportunity for pre-

venting DNA damage being taken into

mitosis where unrepaired DSBs and un-

der-replicated DNA may result in mitotic

catastrophe and cell death (Castedo

et al., 2004).

Given the fundamental role of the DDR,

one could be forgiven for wondering why

DDR represents a good source of anti-

cancer drug targets at all. The explanation

lies in the fact that there are at least

three key aspects ofDDR that aredifferent

in cancers compared with normal cells,

which in turn makes DDR an attractive

source for drug targets that can (and indeed currently are) being

exploited to generate new cancer therapies (Figure 2).

Loss of DDR Capability in Cancer Can Lead to an
Exploitable DDR Dependency
The first aspect of cancer DDR that is different from normal cells

is that most (if not all) cancers will have lost one or more DDR

pathway or capability during their generation, leading to a

greater dependency on the remaining pathways (Jackson and

Bartek, 2009). Figure 3 outlines the underlying concept as well

as the opportunity for exploitation using DDR inhibitors.

An early step in tumorigenesis is the deregulation of cell prolif-

eration that can result, for example, from oncogenic stress

(Hahn et al., 1999). This has been shown to lead to the activation
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of a DDR, particularly activation of ataxia telangiectasia mutated

(ATM) andataxia telangiectasia and rad3-related (ATR) pathways,

characterizedby constitutive phosphorylation of ATM,CHK2, his-

tone H2AX, and p53 (Bartkova et al., 2010; Bartkova et al., 2005;

Gorgoulis et al., 2005). While this activation of the DDR in precan-

cerous cells has been proposed to represent a barrier to uncon-

trolled cell growth, in cells that have progressed to form tumors,

this barrier will have been removed through loss of one or more

DDR capabilities (Halazonetis et al., 2008). As a consequence,

cancer cells demonstrate increased genomic instability and a

greater dependency on remaining DDR pathways to deal with

both endogenous and exogenous DNA damage.

A cancer cell that harbors a DDR deficiency resulting in a de-

pendency on a particular DDR target or pathway for survival in

this way, provides the potential for single-agent activity of an in-

hibitor of that target or pathway—an approach that has been

described as synthetic lethality (Ashworth, 2008; Curtin, 2012).

The original context for synthetic lethality in Drosophila involved

two genetic loss-of-function events, either of which alone was

compatible with viability but together in the same cell resulted

in lethality (Lucchesi, 1968). The concept has been developed

further with the idea that yeast could be used for the discovery

of anticancer drugs by screening compounds in specifically

defined genetic backgrounds (Hartwell et al., 1997). In the

context of DDR therapeutics illustrated in Figure 3, one event

is genetic and specific to the tumor and not found in normal cells;

the second loss-of-function event is achieved pharmacologically

through treatment with a DDR inhibitor. This approach of target-

ing a gene product that is synthetic lethal to a cancer-relevant

mutation is predicted to preferentially kill cancer cells and spare

normal cells, providing a significant patient benefit over conven-

tional cancer chemotherapeutic approaches (Curtin, 2012; Kae-

lin, 2005; Lord and Ashworth, 2012; O’Connor et al., 2007). The

realization of this prediction in the form of clinical validation has

been provided by the recent regulatory approval of olaparib

(Lynparza), the first poly (ADP ribose) polymerase or PARP inhib-

itor to market (EMA, 2014; FDA, 2015).

PARP is a major factor in the repair of SSBs, and the mecha-

nism of action of inhibitors currently being developed in the clinic

as a monotherapy (Table 1) involves the inhibition of PARP enzy-

matic activity (formation of poly ADP-ribose chains from NAD+)

Figure 2. Key Differences in Cancer DDR
that Provide a Rationale for Drug Targeting
Loss of one or more DDR pathways, increased
replication stress and higher levels of endogenous
DNA damage are all differentiating aspects of
cancer DDR that can be targeted therapeutically.
Left image, ªSuravid. Dreamstime.com - Golden
Gene In DNA Photo; middle image, ªpaulista/
Shutterstock.com.

that is required for both relaxing chro-

matin and PARP dissociation from the

DNA that occurs following auto-modifica-

tion. Both of these events are required to

facilitate SSB repair, and the structures

of the PARP inhibitors are built around

an NAD+ mimetic core. Consequently,

competitive inhibition prevents NAD+ utilization on PARP protein

that is bound to SSBs, preventing repair by trapping the inacti-

vated enzyme onto the SSB and generating a potential block

for cellular DNA replication (Helleday, 2011; Murai et al., 2012).

An important consequence of this is that trapped PARP-DNA

complexes can lead to the stalling and/or collapsing of replica-

tion forks, resulting in the generation of more deleterious DSBs

(Murai et al., 2012). As described above, in replicating cells these

DSBs would normally be repaired by HRR. In cancers with HRR

deficiency (HRD), the use of lower fidelity forms of DNA repair

such as NHEJ will result in a significant increase in genomic

instability that overmultiple rounds of replication will become un-

sustainable and result in tumor cell death (Ceccaldi et al., 2015;

Mateos-Gomez et al., 2015; Patel et al., 2011) (Figure 4).

Probably the best-known disease-associated examples of

defective components of HRR are the breast- and ovarian-asso-

ciated tumor suppressor genes BRCA1 and BRCA2 (Miki et al.,

1994; Wooster et al., 1995). Both BRCA1 and BRCA2 proteins

are critical for the repair of DSBs by HRR (Prakash et al.,

2015), and loss of function results in increased mutation and

genome instability (Venkitaraman, 2014). It is this increased

genomic instability that is thought to be responsible for the

significantly increased cancer risk of patients with familial or

germline BRCA (gBRCA) mutations. However, the lack of func-

tional BRCA1 or BRCA2 in tumors also represents an opportunity

for targeted treatment with PARP inhibitors.

Published data in 2005 (Bryant et al., 2005; Farmer et al., 2005)

demonstrated the potential for PARP inhibitors to induce cell

death in BRCA-deficient cells through the concept of synthetic

lethality. In Farmer et al. (2005), the differential PARP inhibitor

activity seen between BRCA homozygous mutant (BRCA1�/�)
cells and BRCA heterozygous (BRCA1�/+) and wild-type

(BRCA1+/+) cells was approximately 1,000-fold. PARP inhibition

inBRCA-deficient cancerswas thereforepredicted tohavesignif-

icantly reduced effects on normal cells that were wild-type or

heterozygous for BRCA1 or BRCA2. In patients with gBRCAmu-

tations, normal tissues will carry only one mutated copy of the

relevantBRCAgene, but their tumorswill have lostboth functional

copies. This is integral for the selective therapeutic window of

PARP inhibitors (i.e., the effect on the tumor versus that on normal

tissue).
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Consistent with the basic science, the first PARP inhibitor to

test this hypothesis in the clinic demonstrated both an exciting

level of antitumor activity combined with tolerability, providing

clinical validation for the concept of synthetic lethality (Fong

et al., 2009). This was followed by consistent clinical data from

two further Phase II trials in gBRCA patients with breast (Tutt

et al., 2010) and ovarian (Audeh et al., 2010) cancer and exten-

sion into the maintenance setting in platinum-sensitive relapsed

ovarian cancer patients (Ledermann et al., 2012; Ledermann

et al., 2014). There are currently six PARP inhibitors in late clinical

development being investigated inmore than 20 Phase III clinical

trials (Table 1), and the majority involve monotherapy studies in

BRCA-mutated tumors.

PARP inhibitors are also being tested in non-BRCA HRD set-

tings, but patient selection based on loss of a DDR pathway is

not trivial, and multiple different approaches are currently being

investigated in the clinic that include DNA sequence analysis of a

panel ofHRRgenes (Hodgsonet al., 2015), an analysis of genomic

scarsbasedonDNArearrangementsormutationalpatterns result-

ing from the loss of the HRR pathway (Abkevich et al., 2012), or

selection of a single non-BRCA HRR-associated deficiency using

an immunohistochemistry approach (Bang et al., 2015).

Although synthetic lethality based on PARP inhibitors in BRCA

mutant tumors represents the first example of this concept to be

exploited by a DDR inhibitor, it is not likely to be the last, and

Figure 3. Loss of DDR Pathways during
Tumorigenesis Results in DDR
Dependencies that Can Be Targeted in the
Resulting Cancer
With a full complement of repair pathways, normal
cells can compensate for the loss of individual
DDR pathways. However, loss of one or more DDR
pathway(s) in response to oncogenic stress can
leave cancer cells vulnerable to inhibition of re-
maining pathways and induce cancer-specific cell
death through the process of synthetic lethality.

many different potential opportunities

have been identified through preclinical

screens, and a number are now being

investigated in the clinic (Martin et al.,

2009). One question that remains to be

answered is how often examples of true

therapeutic synthetic lethality, such as

that seen with PARP inhibitor treatment

of BRCAmutant tumors, will be identified.

The term synthetic lethality is often used

quite loosely to describe either a scenario

in which a tumor genetic lesion only in-

creases sensitivity to a targeted agent

but still requires another (chemothera-

peutic) agent to induce cancer cell death,

or where two targeted agents are being

used in the absence of a tumor-specific

lesion (so-called ‘contextual’ synthetic

lethality). The distinction is important

from a drug development point of view

because in the former case there will not

be an opportunity for monotherapy and in the latter there will be

a significant reduction in therapeutic index.

Exploiting Replication Stress in Cancers Using DDR
Inhibitors
Replication stress is a hallmark of cancer (Macheret and Halazo-

netis, 2015) and, as well as representing an important aspect of

cancer etiology (Bartkova et al., 2005, 2010; Gorgoulis et al.,

2005), has the potential to be exploited to generate cancer ther-

apies (Dobbelstein and Sørensen, 2015; Lecona and Fernández-

Capetillo, 2014). A molecular definition of replication stress is the

uncoupling of the DNA polymerase from the replisome helicase

activity (Byun et al., 2005; Zeman and Cimprich, 2014). This re-

sults in the generation of extended single-strand DNA (ssDNA)

at the replication fork, the presence of which leads to binding

by replication protein A (RPA) and the induction of a DDR, regu-

lated primarily by the ATR kinase (Cimprich and Cortez, 2008).

Thereareanumberof intrinsic, aswellasextrinsic, formsof repli-

cation stress (Figure 5), but all have in common the potential to

directly or indirectly slow or stall DNA polymerase progression

and result in DNA polymerization being uncoupled from the heli-

case that isunwinding theDNA.Factors that can induce replication

stress include insufficiency in nucleotide pools or other replication

factors. In cancer cells deficient in G1/S cell-cycle checkpoints re-

sulting from deficiencies in pRB, deletion of the CDKN2A locus
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(Bester et al., 2011), or amplification of Cyclin D1 or Cyclin E (Ma-

cheret and Halazonetis, 2015), premature entry into S-phase and

DNA replication can occur before the necessary resources for

replication have been generated, and this is a particular issue in

early S-phase (Buisson et al., 2015). Nucleoside analogs used in

cancer chemotherapy also reduce the size or the relative amounts

of the four dNTPs, leading to a reduction in the speed of DNA

synthesis and an increase in replication stress. For example, gem-

citabine inhibits ribonucleotide reductase, while 5-FU inhibits thy-

midylate synthetase (Ewald et al., 2008).

Cyclin E amplification also increases replication initiation that

can lead to a clash between the replication and transcription pro-

cesses (Jones et al., 2013). The same is true for other oncogenic

drivers such asKRASmutations orMYC amplification, where the

latter also leads to an increase in replication origin firing (Rohban

and Campaner, 2015; Vafa et al., 2002) as well as increased tran-

scription. Another important aspect ofMYCoverexpression is the

generation of increased reactive oxygen species (ROS) (Vafa

et al., 2002).High levels ofROS is anunderlying feature in cancers

(Sabharwal and Schumacker, 2014) that leads to an increase in

damaged nucleotides, the most frequent being the generation

of 8-oxoguanine. Oxidized bases are the cause of mismatch mu-

tations, and their detection by theMMR pathway and removal by

BER or bypass by translesion synthesis following polymerase

switching all have the potential to increase replication stress.

Other DNA lesions or secondary structures in the template

strand, whether intrinsic due to endogenous DNA damage or

extrinsic resulting from chemotherapies such as platinum agents

or topoisomerase inhibitors, can also induce replication stress.

The causes outlined here provide an explanation as to why

replication stress generated by chemotherapy will be greater in

cancers than in normal cells, since cancers but not normal cells

will also be associatedwith cell-cycle checkpoint loss, oncogenic

drivers, andhigher levels of intrinsicROS.While this, togetherwith

the potential loss of additional DDR capabilities in cancers, pro-

vides the basis of therapeutic index for such chemotherapies,

there will still be collateral damage in rapidly dividing normal cells

such as gut epithelia, hematopoietic cells, and hair follicles. The

goal for targeting cancer DDR dependencies associated with

the replication stress response is therefore to understand which

DDRtargetsprovidean improved therapeutic indexover standard

chemotherapies and how best to select cancers that will demon-

strate the greatest susceptibility to those DDR-targeted agents.

As mentioned previously, the initial activation of a DDR

response to replication stress begins with the association of

RPA with the extended ssDNA region generated at the stalled

replication fork (Byunetal., 2005). This leads toboth theprotection

of the ssDNA from cleavage (Fanning et al., 2006), the recruitment

by ATRIP of ATR (Ball et al., 2005; Zou and Elledge, 2003) and the

replication fork remodelling proteinSMARCAL1 (Bhat et al., 2015).

ATRprevents replication fork collapse and thegeneration ofDSBs

through multiple mechanisms. These include ATR inhibiting new

origin firing under conditions of replication stress via its effector ki-

naseCHK1 (Couchetal., 2013;Maya-Mendozaetal., 2007;Peter-

mannetal., 2010;Shechteret al., 2004). In addition tosuppressing

origin firing, ATR also coordinates the increase of ribonucleotide

reductaseM2 or RRM2 (Buisson et al., 2015). Together, this helps

to prevent the accumulation of excessive ssDNA and conse-

quently the exhaustion of RPA. The reason that this is critical is

because it has been demonstrated that when all RPA becomes

sequestered on to ssDNA, every active replicon generates unpro-

tected ssDNA that is then rapidly converted intoDSBs, resulting in

replicationcatastropheandcell death (Toledoetal., 2013). Inaddi-

tion, ATR directly regulates the activity of fork remodelling

enzymes, such as SMARCAL1, to prevent the generation of

DSBs resulting from forkcleavagebystructure-specificnucleases

(Couch et al., 2013; Ragland et al., 2013).

The significant body of evidence for the role of the ATR-CHK1

pathway in the stabilization and repair of replication forks (and

thepreventionof early entry intomitosiswith under-replicatedge-

nomes) has meant much of the current focus around pharmaco-

logical targeting of replication stress has been on these two

kinases. Inhibitors of ATR (AZD6738 and VX-970) and CHK1

(GDC-0575, LY2606368, andMK-8776) arecurrently being inves-

tigated in clinical trials (Table 1). However, replication origin firing

is also regulated by CDKs and the WEE1 tyrosine kinase phos-

phorylates, and consequently inhibits both CDK1 and CDK2 ac-

tivity. When WEE1 is inhibited pharmacologically, CDK1 and

CDK2 will be deregulated, and the enhanced activity will lead to

increased replication origin firing, a decrease in nucleotide avail-

ability, and an increase in DSBsmediated throughMUS81 endo-

nuclease activity (Beck et al., 2012). Moreover, because CDK1 is

a major regulator of the G2/M checkpoint, WEE1 inhibition and

the subsequent CDK1 activation can also result in premature en-

try into mitosis, even in the presence of under-replicated DNA or

DSBs, thus promoting mitotic catastrophe and cancer cell death

(Aarts et al., 2012; Do et al., 2013). For this reason, it would be

more accurate to consider both the ATR-CHK1 pathway and

theWEE1-CDK1/2 pathway as core pathways for targeting repli-

cation stress in cancers, and theWEE1 inhibitor AZD1775 (previ-

ously known as MK-1775) is also being investigated in clinical

trials as a monotherapy to test this hypothesis directly (Table 1).

Differences between the effects of the ATR and the CHK inhib-

itor on cycling cells have been described where ATR inhibition

only induced gH2AX in a small fraction of cells compared to

CHK1 inhibition, the latter inducing massive gH2AX accumula-

tion in a large fraction of the cells (Toledo et al., 2011). This obser-

vation raised the possibility that ATR and CHK1might not always

function in a linear pathway, and this hypothesis has been

confirmed in a recent studywhere cells treatedwith anATR inhib-

itor were found to still be able to prevent replication origin firing in

the majority of cells via a backup pathway involving DNA-PK and

CHK1, with ATM also playing a role (Buisson et al., 2015). This

study further suggested that this backup pathway provides a

threshold effect, such that an ATR inhibitor selectively kills cells

under high levels of replication stress, whereas a CHK1 inhibitor

induces cell death at a lower threshold. In addition, the authors

provided evidence that CHK1 suppresses origin firing by inhibit-

ing CDK2, since WEE1 inhibition was shown to induce activation

ofCDK2 inATR-inhibitor-treated cells and this prevented their re-

covery (Buisson et al., 2015). These findings also imply that a

WEE1 inhibitor should, like a CHK1 inhibitor, induce cell death

at a lower threshold than an ATR inhibitor, although this has not

yet been formally tested. Together, the new data suggest that

in addition to ATR, CHK1, and WEE1, the DDR proteins DNA-

PK and potentially ATM could also represent DDR targets of

Molecular Cell 60, November 19, 2015 ª2015 Elsevier Inc. 551

Molecular Cell

Review



Table 1. DDR Inhibitors in Clinical Development

Pathway Target Compound Latest Stage of Development and Trial Details Clinical Trial Identifier(s)

BER

APE1 Methoxyamine Phase II in combination with TMZ in glioblastoma NCT02395692

PARP E7016 Phase II in combination with TMZ in melanoma NCT01605162

PARP Niraparib Phase III as monotherapy in breast cancer and

as maintenance monotherapy in ovarian cancer

NCT01847274; NCT01905592

PARP Olaparib Olaparib licensed for use. Olaparib Phase IV

as maintenance monotherapy NCT0247696.

NCT02476968

PARP Olaparib Phase III as monotherapy, maintenance

monotherapy and in combination with

chemotherapy or cediranib in multiple tumor

types (ovarian, breast, gastric, pancreatic)

NCT01844986; NCT01874353; NCT01924533;

NCT02000622; NCT02032823; NCT02184195;

NCT02282020; NCT02392676; NCT02446600;

NCT02477644; NCT02502266

PARP Olaparib Phase I in combination with RTx (or RTx plus

chemotherapy) in various tumor types

NCT01460888; NCT01562210; NCT01758731;

NCT02308072; NCT02227082; NCT02229656

PARP Olaparib Phase I in combination with AZD1775 in

refractory solid tumors

NCT02511795

PARP Rucaparib Phase III as maintenance monotherapy in

ovarian cancer

NCT01968213

PARP Talazoparib Phase III as monotherapy in metastatic breast

cancer

NCT01945775

PARP Veliparib Phase III in combination with chemotherapy in

multiple tumor types

NCT02032277; NCT02106546; NCT02152982;

NCT02163694; NCT02264990; NCT02470585

PARP Veliparib Phase I and II in combination with RTx (or RTx

plus chemotherapy) in various tumor types

NCT01264432; NCT01477489; NCT01514201;

NCT01618357; NCT01908478; NCT02412371

NHEJ

DNA-PKcs CC-115 Phase I as monotherapy in ASTs NCT01353625

DNA-PKcs MSC2490484A Phase I as monotherapy or in combination with

RTx in ASTs and CLL

NCT02316197; NCT02516813

HRR

ATR AZD6738 Phase I as monotherapy or in combination with

RTx, cytotoxic chemotherapy or olaparib in

various tumor types

NCT01955668; NCT02223923; NCT02264678

ATR VX-970 Phase II in combination with topotecan or

cytotoxic chemotherapy in various tumor types

NCT02567409; NCT02487095

ATR VX-970 Phase I in combination with RTx and cisplatin

in HNSCC

NCT02567422

Checkpoint inhibitors

ATM AZD0156 Phase I as monotherapy or in combination with

cytotoxic chemotherapy, olaparib or novel

anti-cancer therapies in advanced tumors

NCT02588105

ATR (see above)

CHK1 GDC-0575 Phase I as monotherapy and in combination

with cytotoxic chemotherapy in ASTs or lymphoma

NCT01564251

CHK1 MK-8776 Phase II in combination with cytarabine in myeloid

leukemia

NCT01870596

CHK1

and CHK2

LY2606368 Phase II as monotherapy in breast and ovarian

cancer

NCT02203513

WEE1 AZD1775 Phase II as monotherapy and in combination

with chemotherapy or olaparib in multiple

tumor types

NCT01164995; NCT01357161; NCT01827384;

NCT02037230; NCT02087176; NCT02087241;

NCT02095132; NCT02101775; NCT02196168;

NCT02272790; NCT02448329; NCT02513563;

NCT02576444

WEE1 AZD1775 Phase I in combination with RTx and TMZ in GBM NCT01849146

WEE1 AZD1775 Phase I in combination with olaparib in refractory

solid tumors

NCT02511795

(Continued on next page)
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interest, either in a subset of cancers with genetic backgrounds

where there is lower ATR activity and higher levels of replication

stress, or in combination with ATR inhibitors. The DNA-PK inhib-

itors CC-115 and MSC2490484A are now being investigated in

Phase I trials, as is the ATM inhibitor AZD0156 (Table 1).

Additional DDR targets for exploiting replication stress in can-

cers are also likely to be identified by the very powerful combina-

tion of iPOND technology (Dungrawala and Cortez, 2015)

combined with differential proteomics, as was recently show-

cased by a study that characterized human replisome dynamics

and replication stress response proteomes in response to fork

stalling, using an improved iPOND protocol combined with

SILAC mass spectrometry (Dungrawala et al., 2015). This

approach has the potential to identify new DDR dependencies

that could be exploited therapeutically. It could also be used to

identify combination opportunities with ATR, CHK1, or WEE1 in-

hibitors that, if successful, could potentially replace current stan-

dard of care chemotherapies, provided an improved therapeutic

index was demonstrated. In all likelihood, to achieve this it will be

important to understand the cancer genetic backgrounds that

correlate with sensitivity.

Our understanding of the replication stress response in cancer

cells, and therefore the potential to exploit this by generating

therapeutic agents, has made significant progress over recent

years. However, the majority of the work has been carried out

in 2D in vitro cell culture and often in the same small number of

cell lines. Going forward, this work will benefit from complemen-

tary studies in relevant vivo models, such as patient-derived

explant (PDX) models, where different tumor types and genetic

backgrounds can be tested. In addition, there still needs to be

a greater understanding of how best to select patients that

have tumors with high levels of replication stress.

ATR inhibitor treatment has been shown to increase both the

generation of G1-specific 53BP1 nuclear bodies (Lukas et al.,

2011) as well as S-phase ssDNA (Buisson et al., 2015), and

both could be considered as readouts of replication stress and

susceptibility to an ATR inhibitor. However, it is not clear at this

point if these readouts would be seen for other DDR inhibitors

and, just like the situation with PARP and HRD, a functional

readout of replication stresswill have the same cancer diagnostic

issues, because in general, only the patient’s formalin-fixed,

paraffin-embedded (FFPE) tumor samples from the initial cancer

diagnosis are likely to be available for testing. The challenge of

identifying susceptible cancers forDDRagents therefore remains

an important objective if patients are to benefit from DDR inhibi-

tors that can exploit cancer replication stress.

Combining DDR Inhibitors with DNA-Damaging
Therapeutic Agents
Other than surgery, the mainstay of cancer treatment to date

has involved the use of DNA-damaging agents in the form of ra-

diation and systemic chemotherapy. Radiation is responsible for

approximately 40% of all cures achieved in cancer patients (Ein-

horn et al., 1996), and this anticancer efficacy is due to the

ionization effect that generates DNA-damaging oxygen free rad-

icals—either directly from atoms within the DNA helix or indi-

rectly through the ionization of water. Studies suggest 1 Gy of

ionizing radiation will generate approximately 1,000 SSBs and

35 DSBs (Rothkamm and Löbrich, 2003; Ward, 1998). While

there have been significant improvements in reducing normal tis-

sue exposure through both improved treatment planning and im-

age-guided delivery of the radiation to the tumor, the acute and

chronic normal tissue toxicities are still the limiting factor for

radiation dose delivery.

Table 1. Continued

Pathway Target Compound Latest Stage of Development and Trial Details Clinical Trial Identifier(s)

Topoisomerase inhibitors

Topo I Belotecan Licensed for use

Topo I CRLX101 Phase II as monotherapy and in combination

with RT, cytotoxic chemotherapy or bevacizumab

in various tumor types

NCT00333502; NCT01380769; NCT01652079;

NCT01803269; NCT02010567; NCT02187302

Topo I Irinotecan Licensed for use

Topo I LMP 400 Phase I as monotherapy in ASTs and lymphomas NCT01051635; NCT01794104

Topo I LMP 776 Phase I as monotherapy in ASTs and lymphomas NCT01051635

Topo I NKTR-102 Phase III as monotherapy in locally recurrent or

metastatic breast cancer

NCT01492101

Topo I Topotecan Licensed for use

Topo II Doxorubicin Licensed for use

Topo II Epirubicin Licensed for use

Topo II Etoposide Licensed for use

Topo II Idarubicin Licensed for use

Topo II Mitoxantrone Licensed for use

Topo II Teniposide Licensed for use

APE1, AP endonuclease 1; AST, advanced solid tumors; ATM, ataxia-telangiectasia mutated; ATR, ataxia-telangiectasia and Rad3-related; BER, base

excision repair; CLL, chronic lymphocytic leukemia; DDR, DNA damage response; GBM, glioblastomamultiforme; HNSCC, head and neck squamous

cell carcinoma; HRR, homologous recombination repair; NHEJ, non-homologous end-joining; NSCLC, non-small-cell lung cancer; PARP, poly(ADP-

ribose) polymerase; RTx, radiation therapy; TMZ, temozolomide; Topo, topoisomerase.
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One aspect of improving radiation treatment would be to better

understand and measure a tumor’s intrinsic radiosensitivity,

which would represent a major advance and allow individualized

treatment to reduce dose and/or omit chemotherapy radiation

combinations in patients with sensitive tumors, or conversely to

intensify treatment against resistant tumors.Geneexpression sig-

natures from cell lines demonstrating different levels of radiosen-

sitivity are currently being assessed, but to date, there has been

only limited success in identifying correlations (Hall et al., 2014).

An alternative strategy to enhance the efficacy of radiotherapy

is focused on combinations with novel targeted agents, including

DDR inhibitors. These could modulate radiosensitivity with the

aim of expanding the therapeutic index by increasing radiosensi-

tization of tumors to a greater extent than normal tissue, rather

than just causing increased sensitivity in all cells (Begg et al.,

2011). There are a number of examples of DDR-targeted agents

combined with radiation that have demonstrated preclinical effi-

cacy (Barazzuol et al., 2013; Reaper et al., 2011; Sarcar et al.,

2011; Senra et al., 2011) and that are now being tested in clinical

trials (Table 1). However, at themoment, our current knowledgeof

how best to use DDR agents in combination with radiation treat-

ment is significantly behind our understanding of how to use

them as monotherapies. For example, what dose of DDR agent

will act as an effective radiosensitizer, how much benefit will be

obtained fromextended exposure to theDDRagent following de-

livery of radiation-induced damage, and whether radiosensitiza-

tion by the DDR agent is different in specific DDR-deficient ge-

netic backgrounds are all critically important questions. A recent

preclinical study has provided some insights into these questions

using clonogenic assays to assess radiosensitization of the PARP

inhibitor olaparib inBRCA2-deficient andBRCA2-complemented

isogenic cells, and in a panel of human head and neck squamous

cell carcinoma cell lines (Verhagen et al., 2015). The conclusions

from this studywere that 7 hr of PARP inhibitor exposure following

the radiation treatmentwassufficient to induce radiosensitization.

Moreover, the radiosensitizing effects could be observed atmuch

lower PARP inhibitor doses than those required to induce cell

death as a single agent, although theywere still sufficient to inhibit

the increased PAR resulting from radiation treatment. Finally, in

Figure 4. Olaparib Synthetic Lethality in
BRCAm Tumors
Poly(ADP-ribose) polymerases (PARPs) repair
DNA SSBs through the BER pathway. PARP in-
hibitors, such as olaparib, prevent repair by
trapping the inactivated PARP onto the SSB, re-
sulting in the generation of DNA DSBs during the
replication process. In tumors with a homologous
recombination deficiency (HRD), such as a
BRCA1/2 mutation, the low-fidelity repair mecha-
nism of NHEJ leads to increasing genetic insta-
bility and ultimately death of the tumor cell.

the isogenic mouse BRCA2 knockout

and complemented cell lines, the data

showed that the BRCA2-deficient cells

were radiosensitizedbymuch lowerdoses

of PARP inhibitor than the BRCA2-com-

plemented cells (Verhagen et al., 2015).

The effects of DDR agents in combination with ionizing radia-

tion on normal tissue will still need to be investigated to under-

stand whether improved antitumor cell efficacy is matched by

increases in normal tissue toxicity, or whether there is indeed ev-

idence to suggest an improved therapeutic index. One of the

challenges for this kind of preclinical work is that a true appreci-

ation of the therapeutic window will require an immune compe-

tent host, since radiation-induced toxicities such as pneumonitis

in normal lung tissue involve a host inflammatory response.

While antitumor activity and normal tissue toxicity can be as-

sessed in different models, ideally a syngeneic or orthotopic im-

mune competent rodent model should be used in which both

antitumor activity and normal tissue toxicity can be assessed

at the same time. Although this approach will limit the number

of models available, it will be of considerable benefit in providing

guidance for clinical combination testing. This is because clinical

trials involving targeted agents and radiation combinations have

significant challenges, not least because the dose escalation

phase can take a long time in order to assess the chronic radia-

tion induced toxicities (usually a 3-month follow-up on a partic-

ular dose cohort is required before further dose escalation). In

addition, efficacy readouts are not straightforward, since local

regional disease control does not always reflect overall survival

in patients, and the latter can take years to assess because radi-

ation is primarily used in early line therapy. These and other chal-

lenges for radiation combination clinical trials have meant that

relatively few targeted agent combinations with radiation have

been undertaken by the pharmaceutical industry (Ataman

et al., 2012). However, targeted DDR agents have significant op-

portunities in combination with radiation treatment, and so, there

does need to be a concerted effort to address these challenges.

Combination of DDR agents with DNA-damage-inducing che-

motherapies also has its difficulties. There are two primary

reasons for this: the first is that chemotherapies are delivered

systemically, and the second is that they tend to have the

same overlapping toxicities as DDR inhibitors, namely gastroin-

testinal (GI) and bone marrow toxicity, for the reasons outlined in

the previous section. This has resulted in many clinical trials be-

ing terminated due to unacceptable adverse events.
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Commonly used DNA-damage-inducing chemotherapies

include platinum salts (carboplatin, cisplatin, and oxaliplatin) that

generate covalent cross-links between DNA bases (Jung and Lip-

pard, 2007), alkylating agents such as temozolomide that modify

DNA bases (Siddik, 2002), and inhibitors of topoisomerase (Top)

1 (such as the camptothecin, topotecan, and irinotecan) and Top

2 (such as etoposide and doxorubicin) that generate Top-DNA ad-

ducts and DNA-strand breaks (Caldecott, 2014; Pommier et al.,

2010). Both Top 1 and Top 2 are required to relieve the potentially

inhibitoryDNAsupercoiling thatwould result followingDNA-strand

separation during the processes of transcription and replication,

while Top 2 can also carry out DNA decatenation and unknotting.

Both enzymes achieve DNA relaxation through generating a DNA

break, controlled rotation, and re-ligation. The difference in activ-

ities between the two classes of enzymes is due to the fact that

Top 2 cleaves both DNA strands, while Top 1 cleaves only one

strand. In both cases, the Top inhibitors currently approved for

cancer therapy generatenon-productive Top-DNAcleavagecom-

plexes (Topcc) after DNA has been cleaved, but before re-ligation

occurs. Top1 inhibitors induceSSBs,while Top2 inhibitors induce

DSBs.However, theTop1-inducedSSBsareconverted intoDSBs

during replication when met by the replication fork.

At first sight there are clear similarities between the activities of

PARP inhibitors that trap PARP onto DNA and topoisomerase in-

hibitors that generate Top-DNA adducts. However, the primary

roles of Top 1 and Top 2 enzymes are not in the DDR, and the

normal activity of these enzymes is an error-free process. More-

over, the currently approved inhibitors of Top 1 and Top 2 that

are used as standard of care therapy are associated with signif-

icant side effects. The smaller therapeutic window of topoisom-

erase inhibitors compared to PARP inhibitors almost certainly

reflects the broad roles that Top enzymes play in both DNA repli-

cation and transcription. Consequently, topoisomerase inhibi-

tors should be considered DNA-damaging chemotherapies

rather than DDR-targeted agents.

The choice of whichDDR agent to combinewith which chemo-

therapy is about aligning the type of DNA damage induced by the

chemotherapy with the DDR repair mechanism. For example, in

combination with inhibitors of Top 1, the use of ATM inhibitors

(Hickson et al., 2004), ATR inhibitors (Jossé et al., 2014), or

Figure 5. Activation of DDR in Response to
Replication Stress
Replication fork (RF) stress can cause the poly-
merase (Pol) to stall leading to extended stretches
of ssDNA that are coated by replication protein A
(RPA). ATR-interacting protein (ATRIP) binds to the
RPA-coated ssDNA, recruiting ATR to the site of
DNA damage. Once the ATR-ATRIP complex in-
teracts with TopBP1, ATR signaling can be acti-
vated with CHK1 as a key substrate. The replica-
tion stress response when activated helps to
prevent replication fork collapse and the genera-
tion of cytotoxic DNA DSBs.

PARP inhibitors (Murai et al., 2014) would

all be appropriate, since all three DDR

agents are involved in the repair of the

DNA damage that results from Top 1 inhi-

bition. For TMZ-induced DNA damage,

PARP inhibitor combination would be the obvious choice since

there is a direct role for PARP in the repair of the ssDNA breaks

induced by this agent, and indeed, there are currently 12 clinical

trials ongoing that are investigating this potential therapeutic

approach. A nice summary of DNA damage, repair pathway,

and DDR target alignment is provided in Curtin (2012).

The generation of preclinical evidence demonstrating efficacy

does not, however, guarantee that a DDR agent chemotherapy

combination will be successfully deployed in the clinic. A number

of trials, for example, have failed to identify an effective combina-

tion dose and schedule due to dose-related increases in neutro-

penia (Samol et al., 2012). However, in spite of the challenges,

combinations of DDR inhibitors with chemotherapy still repre-

sent a clearly important clinical opportunity, because preclinical

data (Curtin et al., 2004; Erice et al., 2015; Tentori et al., 2014)

and clinical data (Leijen et al., 2015) have shown chemo-resistant

cancers can be re-sensitized through combinations with DNA-

damaging agents. In a clinical example, data from Leijen et al.

(2015) demonstrated significant activity (41% objective

response rate [ORR]) in the most platinum-resistant ovarian can-

cer patients when platinum retreatment was combined with a

WEE1 inhibitor, and although there were some dose reductions

in a number of cases, responses were sustained for many

months and even years. In addition, for the near future at least,

chemotherapies will continue to be part of the standard of care

treatment for early line cancer therapies. There is, therefore, a

real need to better identify strategies that can lead to enhanced

anti-tumor efficacy with DDR-chemotherapy combinations while

mitigating the unacceptable normal tissue toxicities.

One approach being taken to achieve better tolerated combi-

nations of chemotherapy and DDR agents is to use gapped

schedules, where the chemotherapy is given first, followed by

a 2- to 3-day gap before treatment with the targeted agent.

This approach is based on preclinical data that demonstrate dif-

ferential effects of the platinum-induced DNA damage in tumor

versus bone marrow. In the former case, gH2AX was shown to

be detectable beyond 72 hr following chemotherapy treatment,

whereas the DNA damage appeared to be resolved in bone

marrow within 48 hr (O’Connor et al., 2013). Another approach

is to use formulations of chemotherapy that selectively deliver
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the agent to tumors. An example of this is CRLX101, a nanopar-

ticle camptothecin formulation that delivers the payload prefer-

entially to tumors through leaky vasculature (Young et al.,

2011). Early clinical trials suggest improved safety relative to

the approved Top 1 inhibitors topotecan and irinotecan (Weiss

et al., 2013), and it will be interesting to see whether agents

such as this in combination with DDR inhibitors demonstrate

antitumor efficacy along with a tolerated safety profile.

Strategies for the Use of DDR Inhibitors as Anticancer
Agents
As outlined in this review, all three of the concepts behind target-

ing DDR in cancer have, as an underlying theme, the increased

susceptibility of cancers to S-phase-induced DNA damage. In

the one clinically validated example of synthetic lethality, it is

the deficiency in HRR and therefore the inability to effectively

deal with S-phase DSBs induced by a PARP inhibitor. Replica-

tion stress is by definition an S-phase-specific effect, while the

higher levels of endogenous DNA damage are due for the most

part to a combination of factors associated with increased

proliferation (loss of cell-cycle checkpoints, higher levels of tran-

scription, and higher levels of metabolic and replication stress).

As described in the previous sections, these are the same char-

acteristics that give rise to the higher level of cancer cell sensi-

tivity to exogenous DNA damage compared to normal cells.

If the levels of S-phase damage are sufficient, this can lead to

cell death through replication catastrophe (Toledo et al., 2013) or

the induction of apoptosis. Cancer cell death may also occur if

DNA damage in the form of DSBs is carried through into mitosis,

resulting in mitotic catastrophe. This would explain why chemo-

therapies such as taxanes that exert their effects in mitosis are

particularly effective when coupled with agents such as platinum

salts that increase S-phase DNA damage. Increased DNA dam-

age in S-phase cancer cells therefore places a much greater de-

pendency on the G2/M checkpoint. Sufficient DNA damage may

be generated to exceed the threshold where cancer cells sur-

vive, even with an intact G2/M checkpoint. However, the avail-

Figure 6. Strategy for the Use of DDR
Inhibitors as Anticancer Agents
The strategy for the development of DDR-targeted
agents is to cause the maximum amount of DNA
damage during the G1 and S phases of the cell
cycle, and then prevent DNA repair during G2. This
strategy maximizes the amount of DNA damage
that is taken into mitosis.

ability of inhibitors that can abrogate the

G2/M checkpoint, such as inhibitors of

CHK1 and WEE1, provides an opportu-

nity to overcome this important cancer

defense mechanism, and these agents

are already being used in the clinic in

combination with chemotherapies such

as carboplatin and irinotecan, focusing

on p53 deficiency as the targeted selec-

tion criteria (Table 1).

The goal for the use of DDR-targeted

agents in cancer treatment should, there-

fore, be, at its simplest level, to maximize DNA damage in G1

and S-phase and prevent repair in G2 in order to ensure the dam-

age is taken through intomitosis where the effects will bemanifest

(Figure 6). A recently published example from the clinic really pro-

vides an excellent exemplification of these principles in which a

patient with a metastatic small-cell bladder cancer demonstrated

an outlier curative response following the combination with a

CHK1/CHK2 inhibitor and irinotecan (Al-Ahmadie et al., 2014;

Peng et al., 2014). Genetic and functional analyses demonstrated

the tumor carried a deleteriousmutation in RAD50,which is a DDR

gene whose product is part of a complex that detects DNA DSBs

and subsequently activates ATM to initiate DSB repair. The tumor

also had a functionally relevant p53mutation. This combination of

mutations, DDR inhibitor, and DNA-damaging chemotherapy

effectively produced a perfect storm in which an abrogated G1/

S checkpoint, DSB repair deficiency, exogenous S-phase dam-

age, and G2/M checkpoint over-ride resulted in a patient cure.

Achieving similar successes in the clinic should be possible

using targeted DDR agents but most likely in combination with

other DNA-damaging agents, or targeted therapies, and will

require correctly identifying cancer-specific genetic deficiencies

that will be associated with susceptibility to the specific DDR-

targeted agent. For companion diagnostics that can be used in

concert with a DDR agent, there are the challenges that have

already been outlined, namely that it will be the diagnostic

FFPE sample that will have to be used. However, this situation

should improve in parallel with the advanced capabilities for

DNA sequencing of formalin-fixed samples, as well as emerging

capabilities for sequencing circulating tumor cell DNA or plasma

tumor DNA that can complement current diagnostic approaches

based on immunohistochemistry. In addition to targeting the

right tumors with DDR agents, it will also be important to maxi-

mize the therapeutic window by identifying the correct dose

and schedule for treating patients, and this in turn will require

an understanding of the drug mechanism of action, target

engagement, and downstream pharmacodynamic biomarkers

that can be used in the clinic.
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The Evolution of DDR-Inhibitor-Based Treatment of
Cancer
The initial focus for DDR inhibitors in cancer therapywas in combi-

nation with chemotherapy. Some of the earlier clinical trials were

with the MGMT inhibitor O6-benzylguanin in combination with

BCNU (Friedman et al., 1998), although clinical benefit was mar-

ginal and the combination poorly tolerated (Curtin, 2012). Combi-

nation of the PARP inhibitor rucaparib with temozolomide in

metastatic melanoma started soon after in 2003 (Plummer et al.,

2008). However, in the case of rucaparib, there was no selection

of specific tumor genetic deficiencies that would provide an

enhanced tumor-specific activity (and therefore the necessary

therapeutic window), and so no follow up Phase III trial was initi-

ated. The synthetic lethality data generated with PARP inhibitors

in BRCA-deficient backgrounds and clinical validation of olaparib

monotherapy activity inBRCAmutant cancers really highlights the

importanceofexploitingknownDDRdeficiencies tobuildaneffec-

tive therapeutic differential between cancer and normal tissue.

In the last 10 years there has been a significant increase in the

number of DDR inhibitors generated and entering the clinic

(Table 1 highlights a large number of these, but does not capture

them all). In addition, there has been an appreciation that replica-

tion stress represents another differentiating factor between

cancers and normal cells and therefore another opportunity for

developing cancer therapies based on DDR inhibitors. More-

over, G2/M checkpoint abrogation by CHK and WEE1 inhibitors

is being tested in the clinic in combination with chemotherapy. In

the short term, we will begin to see more DDR agents tested as

monotherapy in specifically selected genetic backgrounds,

where it is believed that there is the corresponding single-agent

DDR dependency (for example, PARP inhibitors in non-BRCA

HRD tumors, ATR inhibitors in ATM-deficient tumors and

WEE1 inhibitors in Cyclin E and MYC amplified tumors).

Even though ultimately DDR agents are likely to be used in

combination, an appreciation of which genetic backgrounds

they demonstrate single-agent activity in will be pivotal in devel-

oping the right combination and patient selection strategy for

their use in the clinic. DDR-DDR agent combinations have the

potential to provide broader and more effective response than

DDR-based monotherapy. An exciting example is the combina-

tion of a PARP inhibitor with a WEE1 inhibitor, where impressive

preclinical data have led to the initiation of clinical trials (Table 1).

DDR combinations with targeted agents affecting other vali-

dated hallmarks of cancer also have great therapeutic potential.

The recent publication of the Phase II trial data from the combi-

nation of olaparib and cediranib, a VEGF inhibitor, is a case in

point (Liu et al., 2014). In this study, the activity of the targeted

agent combination was greater in BRCA wild-type tumors than

the standard of care platinum treatment. This example highlights

the potential of DDR-based therapy to supplant more toxic

chemotherapy in earlier lines of therapy, thus providing a better

quality of life for longer in patients with cancer.

DDR agents have also been studied in combination with

epigenetic compounds that can modulate the expression of

genes involved in the DDR in cancer (Orta et al., 2014; Wu

et al., 2015). These studies have shown that epigenetic drugs

can enhance the effects of DDR agents; for example, histone

lysine methyltransferase (HKMT) inhibitors have been shown to

prevent the retention of the BRCA1/BARD1 complex at DSBs,

promoting NHEJ and thereby enhancing the effects of PARP in-

hibitors (Wu et al., 2015). Finally, the multiple links between DDR

and the immune response suggest DDR-immunotherapy combi-

nations could represent a dramatic change in the effectiveness

of cancer therapy. Immunotherapy currently appears to provide

longer term responses, but in a relatively small proportion of the

patient population. Initial studies demonstrated that the combi-

nation of radiation with anti-CTLA4 and anti-PD-L1 immuno-

therapy led to improved tumor responses (Twyman-Saint Victor

et al., 2015), while a recent Phase II study in patients with pro-

gressive metastatic carcinoma demonstrated that mismatch-

repair status was predictive of improved clinical benefit from

immune checkpoint blockade with a PD-1 inhibitor (Le et al.,

2015). Combinations of DDR and immunotherapy agents have

the potential to broaden and deepen cancer patient responses,

and the first clinical trials investigating the combination of a

PARP inhibitor with immunotherapy are now in progress.

In conclusion, the approval of the first medicine to treat cancer

based on a targeted DDR inhibitor in a defined tumor-specific

DDR-deficient background is likely to be only the beginning of

what could be a significant role for DDR-based agents in future

cancer therapy.

ACKNOWLEDGMENTS

Editorial assistance was provided by Ben Clarke, from Mudskipper Business
Ltd, funded by AstraZeneca.

REFERENCES

Aarts, M., Sharpe, R., Garcia-Murillas, I., Gevensleben, H., Hurd, M.S., Shum-
way, S.D., Toniatti, C., Ashworth, A., and Turner, N.C. (2012). Forced mitotic
entry of S-phase cells as a therapeutic strategy induced by inhibition of
WEE1. Cancer Discov. 2, 524–539.

Abkevich, V., Timms, K.M.,Hennessy, B.T., Potter, J., Carey,M.S.,Meyer, L.A.,
Smith-McCune, K., Broaddus, R., Lu, K.H., Chen, J., et al. (2012). Patterns of
genomic loss of heterozygosity predict homologous recombination repair de-
fects in epithelial ovarian cancer. Br. J. Cancer 107, 1776–1782.

Al-Ahmadie, H., Iyer, G., Hohl, M., Asthana, S., Inagaki, A., Schultz, N., Hanra-
han, A.J., Scott, S.N., Brannon, A.R., McDermott, G.C., et al. (2014). Synthetic
lethality in ATM-deficient RAD50-mutant tumors underlies outlier response to
cancer therapy. Cancer Discov. 4, 1014–1021.

Alwan, H., Eckersley, K., Goodwin, L., Lau, A., Jones, D., Kettle, J., Nissink,
W.M., Read, J., Scott, J.S., Taylor, B.J.M., Walker, G.E., and Foote, K.M.
(2015). Role of MTH1 (NUTD1) in cancer cell survival. Proceedings of the
2015 AACR-NCI-EORTC International Conference on Molecular Targets and
Cancer Therapeutics, pp. 45.

Ashworth, A. (2008). A synthetic lethal therapeutic approach: poly(ADP) ribose
polymerase inhibitors for the treatment of cancers deficient in DNA double-
strand break repair. J. Clin. Oncol. 26, 3785–3790.

Ataman, O.U., Sambrook, S.J., Wilks, C., Lloyd, A., Taylor, A.E., and Wedge,
S.R. (2012). The clinical development of molecularly targeted agents in combi-
nation with radiation therapy: a pharmaceutical perspective. Int. J. Radiat.
Oncol. Biol. Phys. 84, e447–e454.

Audeh, M.W., Carmichael, J., Penson, R.T., Friedlander, M., Powell, B.,
Bell-McGuinn, K.M., Scott, C., Weitzel, J.N., Oaknin, A., Loman, N., et al.
(2010). Oral poly(ADP-ribose) polymerase inhibitor olaparib in patients with
BRCA1 or BRCA2mutations and recurrent ovarian cancer: a proof-of-concept
trial. Lancet 376, 245–251.

Ball, H.L., Myers, J.S., and Cortez, D. (2005). ATRIP binding to replication pro-
tein A-single-stranded DNA promotes ATR-ATRIP localization but is dispens-
able for Chk1 phosphorylation. Mol. Biol. Cell 16, 2372–2381.

Molecular Cell 60, November 19, 2015 ª2015 Elsevier Inc. 557

Molecular Cell

Review



Bang, Y.J., Im, S.A., Lee, K.W., Cho, J.Y., Song, E.K., Lee, K.H., Kim, Y.H.,
Park, J.O., Chun, H.G., Zang, D.Y., et al. (2015). Randomized, Double-Blind
Phase II Trial With Prospective Classification by ATM Protein Level to Evaluate
the Efficacy and Tolerability of Olaparib Plus Paclitaxel in Patients With Recur-
rent or Metastatic Gastric Cancer. J. Clin. Oncol. Published online August 17,
2015.

Barazzuol, L., Jena, R., Burnet, N.G., Meira, L.B., Jeynes, J.C., Kirkby, K.J.,
and Kirkby, N.F. (2013). Evaluation of poly (ADP-ribose) polymerase inhibitor
ABT-888 combined with radiotherapy and temozolomide in glioblastoma.
Radiat. Oncol. 8, 65.
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SUMMARY

Mutational processes constantly shape the somatic
genome, leading to immunity, aging, cancer, and
other diseases. When cancer is the outcome, we
are afforded a glimpse into these processes by the
clonal expansion of the malignant cell. Here, we
characterize a less explored layer of the mutational
landscape of cancer: mutational asymmetries be-
tween the two DNA strands. Analyzing whole-
genome sequences of 590 tumors from 14 different
cancer types, we reveal widespread asymmetries
across mutagenic processes, with transcriptional
(‘‘T-class’’) asymmetry dominating UV-, smoking-,
and liver-cancer-associated mutations and re-
plicative (‘‘R-class’’) asymmetry dominating POLE-,
APOBEC-, andMSI-associatedmutations. We report
a striking phenomenon of transcription-coupled
damage (TCD) on the non-transcribed DNA strand
and provide evidence that APOBECmutagenesis oc-
curs on the lagging-strand template during DNA
replication. Asmore genomes are sequenced, study-
ing and classifying their asymmetries will illuminate
the underlying biological mechanisms of DNA dam-
age and repair.

INTRODUCTION

A thorough understanding of mutational density and patterns in

cancer genomes is important for studying the mechanisms of

mutagenesis (Pleasance et al., 2010a, 2010b), for modeling the

evolution of cancer genomes (Alexandrov et al., 2013; Nik-Zainal

et al., 2012b), and for identifying cancer genes (Lawrence et al.,

2013). In cancer genomes, somatic mutations exhibit heteroge-

neity in total mutation density, inmutation spectra among tumors

and cancer types, and in mutation density along the genome

within a given tumor (Lawrence et al., 2013; Pleasance et al.,

2010a, 2010b). This heterogeneity is caused by underlyingmuta-

tional processes that reflect different genetic backgrounds and

mutagenic exposures and by a non-uniform epigenomic land-

scape with variation in DNA replication timing, chromatin struc-

ture, and gene expression levels across the genome (Lawrence

et al., 2013; Pleasance et al., 2010a, 2010b; Polak et al., 2014,

2015; Waddell et al., 2015).

One challenge inherent in the analysis of genomic mutations is

the loss of strand information that occurs between the initial

occurrence of a mutagenic lesion and the ultimate readout by

DNA sequencing. For instance, consider a mutational process

whose initiating event is oxidative attack on the guanine of a

C:G base pair. In principle, if we isolated the DNA immediately

after such an attack, we could directly observe the lesion; how-

ever, in genomic sequencing data, we don’t encounter muta-

tions until many cell divisions later. The result of such a lesion

is generally an A:G mismatch after the first cell division, leading

to a stable A:T base pair after an additional round of replication.

Since approximately half of C:G base pairs are oriented with the

cytosine on the reference (Watson) and half on the anti-reference

(Crick) strand, roughly equal numbers of ‘‘G/T’’ and ‘‘C/A’’

mutations are seen. A lesion at the cytosine of a C:G base pair

could produce exactly the same result, so working backward,

we cannot determine the base of the original DNA damage.

This is because using the genomic reference strand as the

‘‘frame of reference’’ for base-pair orientation is merely an arbi-

trary convention.

However, we can recover some strand information by consid-

ering a more biologically meaningful reference frame. In regions

that undergo DNA transcription, the DNA can be oriented with

respect to the transcribed strand. Thus, we would consider a

C:G/A:T base pair change to be a ‘‘C/A’’ or ‘‘G/T’’ mutation
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depending on whether the C or the G is in the template strand for

transcription. Alternatively, we can use DNA replication to define

a frame of reference. In this case, whether the C of a C:G base

pair is on the leading or the lagging strand of DNA replication

would determine the type of mutation. Because replication and

transcription are each associated with opportunities for the

asymmetric (strand-specific) introduction and repair of DNA

damage, they each have the potential to leave their footprints

in a patient’s mutational profile in the form of unequal rates

and patterns of mutations on the two strands of DNA (Francioli

et al., 2015; Green et al., 2003; Lobry, 1996; Lujan et al., 2012;

Pleasance et al., 2010a, 2010b; Polak and Arndt, 2008; Polak

et al., 2010; Shinbrot et al., 2014; Touchon et al., 2005).

Strand asymmetry has already beenwell studied in the context

of transcription. DNA lesions encountered on the transcribed

(‘‘template’’) strand can stall progression of the RNA polymer-

ase, leading to the recruitment of a nucleotide excision repair

(NER) complex that can correct the damage (Donahue et al.,

1994; Fousteri and Mullenders, 2008; Hanawalt and Spivak,

2008; Jiang and Sancar, 2006; Mellon et al., 1987; Spivak and

Ganesan, 2014). Importantly, higher transcription levels of a

gene are associated with more opportunities for transcription-

coupled repair (TCR), leading to an inverse correlation between

the expression level of a gene and itsmutation density (Chapman

et al., 2011; Lawrence et al., 2013; Pleasance et al., 2010a).

Conversely, damage on the non-template (‘‘sense’’) strand

may fail to stall the RNA polymerase and therefore could escape

repair by TCR. In addition, the non-template strand remains sin-

gle-stranded during the process of transcription and is therefore

more vulnerable to damage (Jinks-Robertson and Bhagwat,

2014). In combination, these mechanisms lead to differences in

mutation densities and spectra on the transcribed and non-tran-

scribed strands (Pleasance et al., 2010a, 2010b). Notably, tran-

scriptional strand asymmetry provides information regarding

damage and TCR beyond what can be gathered from the corre-

lation of mutational densities with expression, since the latter is

convolved with other genomic factors such as chromatin-state-

and replication-timing-dependent mismatch repair (MMR; Su-

pek and Lehner, 2015).

Strand asymmetry can also be viewed in the reference frame

of DNA replication. The DNA replication fork is composed of a

leading strand, copied in a largely continuous fashion, and a lag-

ging strand, copied as a discontinuous series of Okazaki frag-

ments. DNA polymerases a, d, and ε work together to replicate

the DNA but have distinct roles in synthesis and proofreading.

The resulting asymmetry reflects an imbalance in the types of

mutations introduced on the leading versus lagging strand,

although it is still a matter of debate whether this occurs due to

the division of labor of distinct polymerases in DNA synthesis

(Miyabe et al., 2011; Nick McElhinny et al., 2008) or due to

specialized polymerase proofreading properties (Johnson

et al., 2015; Stillman, 2015). Additionally the lagging strand en-

dures longer exposure as single-stranded DNA (ssDNA; Yu

et al., 2014) and, as such, may be more vulnerable to ssDNA-tar-

geting mutagens. These factors lead to replication-associated

mutational asymmetry that flips (i.e., inverts which strand has

the higher mutation density) at replication origins. Replication-

strand asymmetries were observed as local skews in nucleotide

composition in the chromosomes of bacterial (Lobry, 1996;

McLean et al., 1998) and eukaryotic (Touchon et al., 2005) spe-

cies, are associated with robustly programmed yeast replication

origins (Koren et al., 2010), and have also been experimentally

demonstrated in yeast (Lujan et al., 2012; Pavlov et al., 2002).

RESULTS

A Framework for Analysis of Replicative and
Transcriptional Asymmetries
We partitioned the human genome in two ways: first, by tran-

scription direction, using RefSeq gene definitions (Figure 1A).

We annotated genomic regions as tx(+) when they encoded

genes on the reference strand and as tx(�) when they encoded

genes on the complementary strand. We considered the pat-

terns of mutations in smoking-associated lung cancers,

combining mutation data from seven lung adenocarcinomas

(LUAD) that exhibited a strong smoking signature. Mutational

densities of C:G/A:T are highest in both tx(+) and tx(�) genes

when the guanine is on the non-transcribed strand (Figure 1C).

This is consistent with the known mechanism of the smoking

signature, driven by carcinogen attack at guanines (Denissenko

et al., 1996). TCR lowers the mutational densities of C:G base

pairs in which the guanine serves as the transcription template

(denoted Cntx:Gtx), relative to intergenic regions (IGR). In

contrast, Gntx:Ctx base pairs do not benefit from this extra oppor-

tunity for repair, resulting in undiminished mutation density of

Gntx:Ctx/Tntx:Atx, as shown previously (Pleasance et al.,

2010b).

The second form of genome partitioning was by DNA replica-

tion direction. Since the entire genome is replicated every time a

cell divides (but only a portion is transcribed), replication direc-

tion has the potential to exert larger asymmetries in mutational

data. However, determining direction is much more challenging

for replication than transcription, since the precise locations of

replication origins in the human genome are not known. This

has precluded a comprehensive analysis of replicative strand

asymmetry thus far.

To enable an analysis of replication direction and strand asym-

metry, we utilized high-resolution genomic replication timing

data from deep DNA sequencing of S- and G1-phase cells

from lymphoblastoid cell lines of six individuals (Koren et al.,

2012). These data exhibit valleys and peaks in a timing-versus-

location landscape that correspond to the approximate locations

of replication origins (or origin clusters) and replication termini

(Figure 1B). The regions between valleys and peaks correspond,

in principle, to regions that replicate predominantly in a single di-

rection (from origin to termination zone) and for which predomi-

nant replication direction can be assigned. This approach has

previously been used to reveal compositional skews and asym-

metric evolutionary germline mutations in the human genome

(Chen et al., 2011). However, there are inherent limitations in

the identification of replication origins based on replication

timing valleys, and there is a lack of a gold standard (i.e., a set

of replication origins with known locations) with which to bench-

mark this approach.

The valleys and peaks (constant-timing regions) are the source

of most tissue-specific variation in the profiles (Rhind and
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Gilbert, 2013; Ryba et al., 2010) and, furthermore, present no

clear direction of replication. Therefore, we excluded these re-

gions from our analysis and focused on ‘‘timing transition re-

gions’’ (TTRs), which are highly conserved (Rhind and Gilbert,

2013; Ryba et al., 2010) and have a prominent slope that indi-

cates the general direction of replication, either ‘‘left-replicating’’
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Figure 1. Mutational Strand Asymmetry Associated with Transcription and Replication

Transcription is shown on the left and replication on the right.

(A) Transcription direction: Tx(+) regions carry the coding sequence of a gene on the genomic reference strand, and Tx(�) regions carry the coding sequence on

the genomic complement strand.

(B) Replication direction: positive slope in replication timing data indicates general rightward movement of the replication complex (‘‘right-replicating’’), while

negative slope indicates left-replicating.

(C) Lung cancers show strong transcriptional (‘‘T-class’’) asymmetry. Each pair of bars (upper axis) shows the density of mutations at C:G (left bar) and G:C (right

bar) base pairs. When summing across the entire genome, base-pair orientation does not affect mutational densities. In tx(+) regions, G:C base pairs show a

higher density of G/T transversions than C:G base pairs; the opposite is true in tx(�) regions. Lower axis shows the log2 ratio of each pair of bars.

(D) POLEmutant cancers (colorectal and endometrial) show strong replicative (‘‘R-class’’) asymmetry. Left-replicating regions show a higher density of mutations

at C:G base pairs, and right-replicating regions show a higher density at G:C.

(E) Lung cancers show strong T-class asymmetry but little R-class.

(F) POLE mutant cancers show strong R-class strand asymmetry but little T-class.

Error bars represent 95% confidence interval.
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or ‘‘right-replicating.’’ (We use the terms ‘‘left’’ and ‘‘right’’ when

viewing the DNA in the standard orientation.) While TTRs were

first thought to represent regions that are entirely uni-directional

in replication (Ryba et al., 2010), it was later suggested that the

vast majority of these regions are replicated too quickly for a sin-

gle replication fork and are more likely replicated by origins that

fire in close succession (Guilbaud et al., 2011; Rhind and Gilbert,

2013). For any pair of sequentially firing origins, the greater

portion of the inter-origin distance is replicated by the fork orig-

inating from the earlier of the two origins. The result is that, in

aggregate, the larger portion of a TTR is synthesized in the

early-to-late direction (Figure S1). Thus, TTRs have a predomi-

nant replication direction given by the sign of their slope.

Restricting analysis to these regions enabled us to assign the

predominant replication direction to 38% of the genome.

To validate our ability to measure replicative asymmetry using

these left- and right-replicating definitions, we considered the

one known case of replicative mutational asymmetry: tumors

carrying functional mutations in the proofreading exonuclease

domain of POLE, the gene encoding polymerase ε (designated

as ‘‘POLE tumors’’; Shinbrot et al., 2014). The exonuclease

domain of polymerase ε is responsible for proofreading during

synthesis of the leading strand (NickMcElhinny et al., 2008; Shin-

brot et al., 2014), and POLE tumors were previously reported to

have high rates of C:G mutations (to A:T or T:A) asymmetrically

introduced at cytosines replicated on the leading-strand tem-

plate near three well-characterized origins of replication (Shin-

brot et al., 2014). As a consequence, in these tumors we would

expect to see predominantly C/A mutations in left-replicating

regions and G/T in right-replicating regions, since we hypoth-

esized these regions to be enriched for leading- and lagging-

strand synthesis of the reference strand, respectively.

Indeed, when asymmetry is visualized along the chromosome,

asymmetric C:G/A:T mutations, in a pooled cohort of 12

mutant-POLE colorectal and endometrial tumors, correspond

strikingly to the slope of the replication timing profile (Figure 2).

Higher densities of C/A mutations occur in regions of negative

slope, while higher G/T densities occur in regions of positive

slope. In TTRs (see Experimental Procedures), the magnitude

and direction of this imbalance correlates well with the slope of

the profile (R2 = 0.53), while in constant-timing regions, no

such correlation exists (R2 = 0.08). Comparing left- and right-

replicating regions, we measured a near 2-fold enrichment for

the expected mutation type (Figure 1D). This is consistent with

the recently reported preference for mutations at C:G base pairs

where the cytosine is on the leading template strand measured

next to three well-localized origins of replication (we will denote

such base pairs Clft:Grt) (Shinbrot et al., 2014), and this validates

our ability to extract replication direction from replication timing

profiles. Furthermore, we tested our method on replication

timing datasets from various cell types, including embryonic

stem cells, induced pluripotent stem cells, neural precursor cells,

and lymphoblast cell lines (Figure S2) (Ryba et al., 2010). All

yielded very similar patterns of asymmetry, demonstrating the

robustness of our method to tissue-specific variations in replica-

tion timing profiles.

Having analyzed each reference frame separately, we jointly

considered transcriptional (T-class) and replicative (R-class)

asymmetry. By focusing the analysis on regions that are both

transcribed and located in TTRs, we can control for potential

confounding factors such as chromatin state, since transcribed

regions are typically in open chromatin and TTRs often reside

at boundaries between open and closed chromatin (Lawrence

et al., 2013). Surprisingly, we observed near-complete mutual

exclusivity of R- and T-class asymmetries in the smoking-asso-

ciated (lung) and POLE-associated (colorectal, endometrial)

cohorts. In smoking-associated genomes, the direction of muta-

tional asymmetries flips with transcription direction but shows lit-

tle dependence on replication direction, even when controlling

for transcription direction (Figure 1E). These observations show

that smoking-associated lung cancers have a mutational pattern

dominated by T-class asymmetry and with very little contribution

from R-class asymmetry.

The opposite pattern was seen in POLE-associated cancers,

in which mutational asymmetries depended entirely on replica-

tion direction and showed little response to change in transcrip-

tion direction (Figure 1F). Thus, POLE-associated cancers have a

mutational pattern dominated by R-class asymmetry and with

almost zero T-class asymmetry.

The Asymmetry Map of Cancer Genomics
Having established that we can observe and separate

transcriptional and replicative strand asymmetries for two

well-understood mutational processes, we performed a

comprehensive analysis of mutational strand asymmetries

across many tumor types. We analyzed somatic mutations in

590 whole-genome sequences across 14 tumor types, parti-

tioned into 18 patient cohorts (separating out POLE and micro-

satellite-instability [MSI] cases in the colorectal and endometrial

cohorts and separating smokers from non-smokers in the two

Figure 2. Strand Asymmetry in POLE Mutant Cancers Reflects

Directionality of DNA Replication TTRs

Replication timing profiles are shown for the p arms (up to 60Mb) of the first ten

chromosomes. Profiles are colored by the local ratio of C/A to G/T muta-

tions in a cohort of 12 mutant-POLE genomes (colorectal and endometrial).

Strikingly, late-to-early TTRs (where slope is negative) frequently have a strong

bias toward C/A mutations (blue), consistent with leading-strand synthesis

using the reference strand as template. Conversely, early-to-late TTRs (posi-

tive slopes) show bias toward G/T mutations (red), consistent with lagging-

strand synthesis using the reference strand as template (Shinbrot et al., 2014).
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lung cohorts; Table S1). For each cohort, we identified the

mutation type having the largest asymmetry, with respect to

transcription and to replication (Figure 3). This revealed a con-

tinuum of tumor types, ranging from tumors with predominant

transcriptional (T-class) asymmetry to those with predominant

replicative (R-class) asymmetry. For example, the melanoma,

liver, and lung cohorts fell on the T-class side of the spectrum,

while tumors frequently associated with an APOBEC signature

(BLCA, BRCA, and HNSC) or MSI (CRC-MSI) showed R-class

asymmetries at levels comparable to those of POLE tumors

(CRC-POLE and UCEC-POLE).

The genomic asymmetry profiles of R-class tumors are

strikingly concordant among each other within TTRs (POLE-

APOBEC R2 = 0.50, POLE-MSI R2 = 0.66, APOBEC-MSI

R2 = 0.42) as well as with the slope of the replication timing

profile (POLE R2 = 0.56, APOBEC R2 = 0.47, MSI R2 = 0.49)

(Figure 4), a trend robust to substituting replication timing pro-

files from various cell types (Ryba et al., 2010) (Figures S3 and

S4). Importantly, we were able to detect statistically significant

levels of asymmetry in all cohorts in at least one mutation type,

and 8/15 showed either T-class or R-class asymmetry with

greater than 50% enrichment (>0.58 in Figure 3) for at least

one mutation type. Overall, these results demonstrate that

mutational strand asymmetries are widespread across cancer.

Trends in Mutational Asymmetries
Next, we explored howmutational asymmetries depend on other

variables such as expression levels, replication timing, and dis-

tance from transitions in replication or transcription direction.

We focused on mutational processes that we identified as being

the chief sources of asymmetry and identified the samples in

which these processes were the major contributor to the overall

mutational burden (Table S2). First, we analyzed transcriptional

asymmetry as a function of gene expression level and replicative

asymmetry as a function of DNA replication timing (Experimental

Procedures). For most processes, we observed a decrease in

Figure 3. Cancer Cohorts Vary Widely

across the Asymmetry Map

For each cohort listed, the maximal replicative

asymmetry (x axis) and themaximal transcriptional

asymmetry (y axis) were measured and plotted.

Gray ellipses denote 95% confidence intervals for

cohorts in which these extend beyond the bounds

of the plot symbols.

mutational burden at higher expression

levels (Figure 5A). Transcriptional asym-

metry, which reflects TCR activity, was

seen in a subset of these cohorts (liver

A/G, smoking C/A, and UV C/T)

and was maximal in highly expressed

regions. In other cohorts (e.g., POLE

C/A, microsatellite stable cancers

[MSS] C/T), no transcriptional asymme-

try was seen, perhaps due to the fact that

other covariates (such as replication

timing and chromatin state) correlate

with expression levels but affect mutational burden via repair

mechanisms that are independent of transcription. Similarly,

for most processes, we observed a decrease in mutational

burden in earliest-replicating regions (Figure 5B). Replicative

asymmetry was seen in a subset of cohorts (MSI, APOBEC,

POLE) and was strongest in earliest-replicating regions (espe-

cially in the case of POLE) but absent in other cohorts. To control

for differences in chromatin state of TTRs and transcribed re-

gions, in all of these cohorts we again performed a joint analysis

of T- and R-class asymmetries (Figure S5).

We also analyzed the effect of genomic position with respect

to transitions in transcription or replication direction. We

examined transcriptional asymmetry around minus-to-plus

transcription-direction transitions (Figure 5C), typically repre-

senting bidirectional promoters (Trinklein et al., 2004), and

replicative asymmetry around left-to-right replication-direction

transitions (Figure 5D), i.e., replication timing minima (Experi-

mental Procedures). Mutations associated with smoking, UV,

and liver cancer showed transcriptional strand asymmetries

that flipped sign at transitions in transcription direction. Other

cancers maintained balanced mutation densities on both sides

of these transitions. Conversely, mutations associated with

POLE, MSI, and APOBEC showed replicative strand asymme-

tries that flipped sign at replication timing minima. Other

cohorts showed no such behavior at changes in replication di-

rection. Exploring each of these asymmetries further can shed

light on the operational mechanisms of mutagenesis and repair

in these tumors.

Mutational Asymmetries Reveal Mechanisms of
Mutagenesis
The above analyses led to insights into the mechanisms of

incompletely understood mutational processes, such as the

APOBEC and liver signatures. The APOBEC signature consists

of C/G and C/T mutations in the context TCW (W = A or T)

and is thought to reflect the activity of APOBEC-family cytidine
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deaminase enzymes (Alexandrov et al., 2013; Lawrence et al.,

2013; Roberts et al., 2013). While the precise details of this phe-

nomenon in cancer are not completely understood, a large body

of work has characterizedmany aspects of this form ofmutagen-

esis. APOBEC enzymes target ssDNA (Conticello, 2012), cause

mutation clusters termed kataegis (Nik-Zainal et al., 2012a),

and do not cause the usual increase in mutational densities in

late-replicating, open-chromatin, and highly expressed regions

(Kazanov et al., 2015). Themain occurrences of ssDNA in human

cells have been speculated to be at double-strand breaks

(DSBs), R loops in transcription bubbles, and the lagging strand

of the DNA replication fork. Experiments in model organisms

have shown that APOBEC enzymes are indeed capable of

inducingmutagenesis at DSBs (Taylor et al., 2013) and transcrip-

tion bubbles (Lada et al., 2015; Taylor et al., 2014).

Our results suggest that, in humans, APOBEC mutagenesis

primarily occurs on the lagging-strand template during DNA

replication. The APOBEC signature shows strong R-class asym-

metry, with a higher rate of C/G and C/T mutations in right-

replicating regions (Figures 3 and 5), where reference-strand

DNA is predicted to be replicated as the lagging-strand tem-

plate, exposed as ssDNA between Okazaki segments. The

magnitude of this asymmetry increases with enrichment of the

APOBEC signature (Figure 6A), and joint analysis of both classes

of asymmetry placed APOBEC squarely at the R-class end of the

spectrum (Figure 6B). Note that, in all breast, bladder, and head

and neck samples, evenwhen the fraction of APOBECmutations

is low, significant R-class asymmetry is observed, suggesting

that it is not merely a property of hypermutation. These findings

are further supported by research in model organisms concur-

rent with this study. Bhagwat et al. (2016) found that overexpres-

sion of APOBEC3G in E. coli leads to a C:G/T:A signature that

shows a replicative strand bias consistent with cytosine deami-

nation of the lagging-strand template. Additionally, in a yeast

model, Roberts and colleagues (Hoopes et al., 2016) showed

that overexpression of APOBEC3A and B produces a similar

replicative asymmetry.

Taken together, these findings suggest that the R-class

model is the primary mechanism for APOBEC mutagenesis in

humans. In this model, APOBEC-family enzymes deaminate cy-

tosines on the lagging-strand template during DNA replication,

likely while it is single stranded (Figure 6C). The resulting uracil

is excised, and subsequent replication either incorporates an

adenine across from this abasic site, resulting in a C/T muta-

tion, or (mediated by REV1 activity) incorporates a cytosine, re-

sulting in a C/G mutation (Helleday et al., 2014). This model is

also supported by the unusual lack of increase in mutational

densities in late-replicating regions (Figure 5) (Kazanov et al.,

2015). As MMR has been suggested to underlie this variation

in mutational densities (Supek and Lehner, 2015), this may

imply that APOBEC-associated mutagenesis evades the

MMR machinery. This is consistent with the R-class model, in

which the lagging-strand template (i.e., the parental strand) is

deaminated; MMR, which relies on the parental strand to cor-

rect mistakes on the nascent strand, would be unable to cor-

rect this error without a correct template. Genome-wide, we

observed only a small amount of APOBEC T-class asymmetry

(Figure 6C), but a previous report showed that overexpressing

APOBEC in yeast resulted in mutations that were transcription-

ally asymmetric (Lada et al., 2015). Indeed, when we restricted

to 50 UTRs (the regions reported to have the strongest tran-

scriptional asymmetry), we revealed APOBEC T-class asymme-

try also in humans (Figure S6). However, in the genome-wide

analysis, the T-class asymmetry is dwarfed by the contributions

from the R-class model.

Intriguingly, we observed a similar APOBEC mutational

R-class asymmetry in the human germline. We measured repli-

cative asymmetry in a set of 11,020 de novo germline muta-

tions (Francioli et al., 2015) and found that C/G and C/T

mutations showed no significant R-class asymmetry outside

of the TCW context (1127 C/G/T versus 1171 G/A/C, in

the leading-strand reference frame, p = 0.35). When we

focused on the TCW context (the preferred target of APOBEC

mutagenesis), we were able to detect a significant level of

R-class asymmetry (109 TCW/G/T versus 151 WGA/A/C

mutations, in the leading-strand reference frame, p = 0.014;

Figure S7). Further studies analyzing a larger number of muta-

tions will be required to fully understand the potential impact of

APOBEC enzymes on germline mutagenesis and its evolu-

tionary implications.

A Mechanism of Transcription-Coupled DNA Damage
In contrast to APOBEC- and MSI-associated mutations, liver

A:T/G:C mutations showed little replicative asymmetry but

instead showed transcriptional asymmetry similar to that seen

in lung cancer (LUSC and LUAD in Figure 3; smoking C/A

versus G/T in Figure 5). Closer inspection of transcriptional

strand asymmetry revealed a distinction between the liver

A/G signature and the two other T-class examples: UV-associ-

ated C/T and smoking-associated G/T. Mutations generated

by UV light and smoking are lower in density on the transcribed

Figure 4. Replicative Asymmetry Is Concordant across Three

Distinct R-Class Mutational Processes

Color representing mutational asymmetry is overlaid on replication timing

profiles as in Figure 2. Profiles are shown in triplets colored by: (1) C/A:G/T

asymmetry in 12 mutant-POLE colorectal and endometrial genomes,

(2) G/C:C/G asymmetry in 22 APOBEC-enriched bladder, breast, and

head-and-neck genomes, and (3) A/G:T/C asymmetry in 9MSI-associated

colon genomes.
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strand compared to proximal IGR (due to TCR), while mutational

densities on the non-transcribed strand remain constant regard-

less of transcription (Figure 7A). The liver A/G signature also

shows the expected TCR effect on the transcribed strand; how-

ever, mutational densities of A/G on the non-transcribed

strand drastically increase in transcribed regions. This suggests

that transcriptional asymmetry in liver is not only due to repair of

the transcribed strand but is also compounded by damage to the

complementary non-transcribed strand, a phenomenon we call

transcription-coupled damage (TCD).

At the extreme, we observed one liver cancer sample, HX17T,

which showed a 3-fold transcription-dependent increase in

A/G mutational densities on the non-transcribed strand (Fig-

ure 7B). This is in contrast to the usual trend in which non-tran-

scribed strand mutational densities decrease with expression

due to more effective global genome repair (GGR) and MMR in

open-chromatin and early-replicating regions. This effect is

unique to the A/G signature. In that same sample, C/A muta-

tional densities (driven by carcinogen attack ;Alexandrov et al.,

2013) showed the usual decrease on both strands (Figure 7C).

In our cohort of 88 liver cancer samples, we examined the slope

of this response of mutational density to expression level for

each of the 12 possible mutation types (Figure 7D). In a two-

tailed test, we found that 25/88 of the liver patients showed a

significant increase in A/G mutational densities on the non-

A B C D

Figure 5. Trends and Flips in Asymmetry

(A) Transcriptional strand asymmetry measured

across four quartiles of expression levels. Total

mutation density tends to decrease with expres-

sion level, and T-class asymmetry (liver, smoking,

UV) is maximal at highest expression.

(B) Replicative strand asymmetry measured

across four quartiles of replication timing. Total

mutational density tends to decrease with earlier

replication, and R-class asymmetry (MSI,

APOBEC, POLE) is maximal at earliest replication.

(C) Strand-specificmutational densitymeasured in

the vicinity of bidirectional promoters. T-class

asymmetry flips at transitions from tx(�) to tx(+)

regions.

(D) Strand-specificmutational densitymeasured in

the vicinity of replication timing minima. R-class

asymmetry flips at these left-to-right transitions.

Error bars represent 95% confidence intervals.

transcribed strand (Experimental Proce-

dures), while only 9/88 showed a signifi-

cant decrease, showing that, in the

majority of samples, the A/G signature

does not show the usual repair (Table

S3). As mentioned before, the contribu-

tions of MMR and GGR are confounding

factors when considering the effect of

expression levels onmutational densities,

since higher expression is correlated with

earlier replication timing and a more open

chromatin state. As a result, on the non-

transcribed strand, higher expression

could lead to both increased damage by TCD and higher levels

of repair by MMR and GGR. Different contributions of these

damage and repair processes likely underlie the variation that

we observed across patients.

While the strong transcriptional asymmetry of the A/G signa-

ture in liver cancer has been noted (Alexandrov et al., 2013), we

propose that this is due to two separate processes operating on

different strands—TCD and TCR (Figure 7E). This explains the

extreme transcriptional asymmetry of liver A/G compared to

other signatures (Figure 3). Furthermore these results suggest

that the A/G signature is caused by a mutational process

distinct from typical bulky-adduct damage. Finally, we noticed

that one colorectal patient (‘‘CRC-8’’) from an earlier study of

nine colorectal whole genomes (Bass et al., 2011) showed the

same signature of TCD. Thus, this phenomenonmay be enriched

in liver but not exclusive to it.

Mismatch Repair Balances Mutational Asymmetry
Colorectal cancers with functional MMR (i.e., MSS) show little

replicative asymmetry of any mutation type (aside from C/G

mutations, which are in part due to low levels of APOBEC signa-

ture). Asmentioned above, loss of functional polymerase ε proof-

reading results in R-class asymmetry. MSI colorectal tumors,

typically resulting from damage to the MMR system (Kane

et al., 1997; Shinbrot et al., 2014; Vilar and Gruber, 2010), also
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show replicative asymmetry (Figure 6D). This would suggest that

MMR (in addition to exonuclease proofreading) is required to

balance mutational asymmetries generated during DNA replica-

tion. This phenomenon has also been reported in yeast (Lujan

et al., 2012), and our results suggest that the same is true in

humans.

The implications of this role for MMR reach beyond the

realm of cancer research. Without such balancing, asymmetric

introduction of germline mutations would result in local deple-

tion of specific nucleotides over evolution. Indeed, a slight

replicative imbalance can be detected in the reference

genome: Clft:Grt base pairs outnumber Glft:Crt base pairs by

2.1% on average, and Alft:Trt base pairs outnumber Tlft:Art

base pairs by 3.7%. This is in line with a previous result

measuring a mean compositional skew of 3.72% (Chen

et al., 2011). However, the relative mildness of these imbal-

ances, compared to the much stronger mutational asymme-

tries seen in MMR-deficient tumors, suggests that MMR has

played an important role throughout evolution in maintaining

genome symmetry.

DISCUSSION

Our results highlight the widespread mutational strand

asymmetries observed in cancer genomes, mediated by DNA

replication, RNA transcription, and their associated repair path-

ways. Study of these prominent sources of asymmetry has

mostly been performed in model organisms (Lobry, 1996; Lujan

et al., 2012; McLean et al., 1998; Pavlov et al., 2002; Touchon

et al., 2005), and here, we extend this analysis to humans via

cancer genomics. Our work addresses several of the most

prominent processes in cancer and provides insight into their

biological mechanisms. Analysis of asymmetries associated

with the growing number of mutational processes discovered

by sophisticated signature decoupling approaches (Alexandrov

et al., 2013; Kasar et al., 2015; Lawrence et al., 2013) will pro-

vide a deeper view of these processes and will further illumi-

nate their underlying sources. Our ability to detect mutational

asymmetries will improve with higher-resolution replication

timing and transcription maps and with improving knowledge

of human replication origins. Finally, we note that there may

A B

C D

Figure 6. R-Class Asymmetries Associated with APOBEC and MSI
(A) Bladder, breast, and head-and-neck cohorts. Samples with highest enrichment of APOBEC signature show highest replicative asymmetry of C/Gmutations.

(B) APOBEC-enriched samples are dominated by replicative asymmetry (as in Figures 1E and 1F)

(C) Proposed model: APOBEC deaminates cytosine to uracil on the ssDNA of the lagging-strand template during DNA replication.

(D) R-class asymmetry in MSS, MSI, and POLE mutant cohorts. MSS samples have little asymmetry. Loss of MMR or pol ε proofreading leads to imbalance in

mutations between the leading and lagging strands.

Error bars represent 95% confidence interval.
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be additional useful reference frames for symmetry breaking

beyond the two used here.

Classifying patients according to their patterns of mutational

strand asymmetry may have clinical relevance. Tumors with

defects in DNA repair mechanisms have been shown to be

vulnerable to synthetically lethal therapeutic interventions that

further disrupt genome stability (Carreras Puigvert et al.,

2015; Curtin, 2012; Middleton et al., 2015). As discussed,

R-class asymmetries can be introduced either by asymmetric

damage at the replication fork or by deficiency in the proof-

reading and repair of DNA synthesis. In the latter case, R-class

asymmetry may serve as a proxy for replicative stress and

could suggest synthetic lethality as an effective avenue for

treatment. Similarly, individual patients of T-class tumor types

(such as melanoma) that do not themselves exhibit T-class

asymmetry potentially reveal a deficiency of TCR. Thus,

analyzing asymmetries of both classes may facilitate a better

match between patients and treatments.

Additionally, patient-specific responses to classic chemo-

therapy drugs are often poorly understood and are difficult to

predict. Analyzing responses to these drugs in conjunction

with mutation rates and asymmetries at the replication fork or

transcription bubble may provide useful insights into these

drugs’ functionality. This, in turn, could allow for more targeted

use of the drugs, as well as better control of unintended side

effects.

Strand asymmetry may be particularly impactful in the earliest

driving events of cancer, due to that defining feature of carcino-

genesis, the transformation of cells into an aberrantly prolifera-

tive state. A particular DNA lesion may push the cell from a

resting state (without DNA replication) into active mitosis, and

the initial strand hit by that driver lesion is crucial; due to absent

(or infrequent DNA) replication in these pre-malignant cells, DNA

damage of the non-transcribed strand may wait a very long time

to be propagated as amutation to the transcribed strandwhere it

can exert its driving effect. We also note that the strand asymme-

tries we observe in cancer may inform the debate on the

‘‘immortal DNA strand hypothesis’’ and its possible relevance

to cancer (Cairns, 2006; Yadlapalli and Yamashita, 2013; Toma-

setti and Bozic, 2015).

A B
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C

Figure 7. Transcription-Coupled Damage in Liver Cancer

(A) Mutational densities in the vicinity of promoters. When crossing from non-transcribed intergenic regions (IGR) to transcribed regions, mutational densities on

the transcribed strand fall, reflecting TCR. On the non-transcribed strand there is usually little change from IGR levels, with the notable exception of liver cancer, in

which mutational densities increase from IGR levels, consistent with transcription-coupled damage (TCD).

(B) Liver cancer patient HX17T shows a dramatic expression-dependent increase in A/G mutational densities on the non-transcribed strand only.

(C) In the same patient, G/T mutational densities show only the usual expression-dependent decrease on both strands.

(D) Most liver patients show dominant TCR. However, for A/Gmutations on the non-transcribed strand (green dots), some show the opposite trend, reflecting

dominant TCD. The leftmost dot is patient HX17T.

(E) TCD damages the non-transcribed strand, exposed as ssDNA during transcription. TCR repairs the transcribed strand. Both of these processes contribute to

T-class asymmetry.

Error bars represent 95% confidence interval.
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Beyond cancer, somatic mutational processes play an

important role in a broad range of diseases, including aging

(Kennedy et al., 2012; Kenyon, 2010), autoimmune disease

(Ross, 2014), and neurological disorders (Poduri et al., 2013).

Many of the same background mutational processes are active

in cancerous and non-cancerous cells (such as methylated

CpG deamination/‘‘aging,’’ UV damage, and environmental mu-

tagens), and the lessons learned from the clonal expansion of

mutations in cancer will aid in the understanding of these uni-

versal processes. Novel mutational and repair processes

continue to emerge from cancer genome sequencing studies,

and viewing them through the lens of mutational strand asym-

metry can provide immediate insights into their molecular

mechanisms.

EXPERIMENTAL PROCEDURES

Data Provenance

We assembled a collection of 590 whole-genome sequences from 14 tumor

types by combining published data from the Cancer Genome Atlas (TCGA;

dbGAP: phs000178.v1.p1) with other published datasets (Alexandrov et al.,

2013; Dulak et al., 2013; Lawrence et al., 2014; Bass et al., 2011; Berger

et al., 2012; Wang et al., 2011).

Statistical Analysis

MATLAB code to generate asymmetry metrics and figures is available at www.

broadinstitute.org/cancer/cga/AsymTools.

Determining Transcription and Replication Direction and

Calculating Densities

Transcription direction was determined according to the Refseq database.

Replication direction was defined using replication timing profiles generated

in six lymphoblastoid cell lines, as published in Koren et al. (2012). We deter-

mined left- and right-replicating regions based on the sign of the derivative of

the profile (negative is left-replicating and positive is right-replicating). To only

define regions in TTRs, we required a slope with a magnitude of at least 250

replication timing units (‘‘rtu’’) per Mb. These arbitrary units range from 100

to 1,200, denoting the beginning and end of S phase.

Mutational densities for a given base pair change b1:b2/m1:m2 and its

complementary mutation b2:b1/m2:m1 in a given list of regions were deter-

mined by the formula:

rb1:b2/m1:m2 =
nb1/m1

p � Nb1

rb2:b1/m2:m1 =
nb2/m2

p � Nb2

where nb/m is the number of observations of b/m mutations with respect

to the genomic reference strand, Nb is the number of chances for this muta-

tion to happen, i.e., the number of occurrences of the motif b in the given re-

gion of the reference genome (on the genomic reference strand), and p is the

number of patients analyzed. Asymmetry was then calculated in a given

region by:

ab/m = log2

�
rb1:b2/m1:m2

rb2:b1/m2:m1

�

as seen in Figure 1.

Calculating Global Mutational Asymmetries

When calculating global mutational asymmetries, redundant mutations with

respect to a given strand are summed together. For example, to calculate

global genome mutational densities with respect to the leading strand, we

calculate:

rb1:b2/m1:m2 =
nl;b1/m1 + nr;b2/m2

p � ðNl;b1 +Nr;b2Þ

rb2:b1/m2:m1 =
nl;b2/m2 + nr;b1/m1

p � ðNl;b2 +Nr;b1Þ

ab/m = log2

�
rb1:b2/m1:m2

rb2:b1/m2:m1

�

where subscripts ‘‘l’’ and ‘‘r’’ refer to events in left- and right-replicating re-

gions, respectively. Essentially, this approach distinguishes a b1:b2 base pair

by whether base b1 is on the presumed leading/lagging strand rather than

the genomic reference. The same approach is used for calculating asymmetry

with respect to the sense strand, using tx(+) and tx(�) regions instead of left-

and right-replicating, respectively.

Correlation of R-Class Asymmetry with Direction of TTRs

Replication timing data and POLE, APOBEC, and MSI asymmetry metrics

were aggregated in 100 kb bins and smoothed using a moving average over

10 bins. The replication timing data were plotted, and the profiles were colored

by the asymmetry metrics in the POLE cohort (Figure 2) or all three R-class co-

horts (Figure 4). Correlations restricted to TTRs were calculated by only

considering regions with a slope of >250 rtu/Mb.

Binning by Expression and Replication Timing

Expression profiles were an average of many cell lines, as used in Lawrence

et al., (2013). To perform binning by functional covariates as seen in Figures

5A and 5B, expression and replication timing values were projected onto

20 kb intervals. These intervals were then sorted by expression for Figure 5A

and replication timing for Figure 5B and separated into bins with an even num-

ber of intervals, and mutational rates and asymmetry were calculated for the

intervals in each bin.

Identifying Transcription and Replication Direction Transitions

Minus-to-plus transcription transitions were identified by taking all bidirec-

tional gene pairs (opposing genes with transcription start sites within 1 kb

of each other ; Trinklein et al., 2004) in the Refseq database and calculating

the midpoint of their transcription start sites. Left-to-right replication transi-

tions were similarly identified by calculating the midpoint between the

right and left boundaries of defined left- and right-replicating regions,

respectively.

Determining Response of Mutational Densities to Increasing

Expression

Response of mutational densities to increasing expression, as shown in Fig-

ures 7B and 7C, was performed for each patient and for each of the six

possible mutations, creating a figure as shown in Figure 7D. Then linear

regression was performed separately on each series of bars (the left bars

for the non-transcribed strand and the right bars for the transcribed strand).

For these two regressions, we calculated a 95% confidence interval for the

slope and assessed significance based on whether zero fell inside of the

interval. Then for each regression, we plotted the more conservative bound

of the corresponding confidence interval, i.e., the value closer to or equal

to zero.

Creating a Hypothetical Replication Timing Distribution

The hypothetical replication timing curve shown in Figure S1A was created by

first taking its real counterpart in Figure S1B. Then the locations of origins of

replication were randomly assigned, assuming a density of one origin per 40

kb. From these origins, a more detailed profile was drawn by assuming con-

stant polymerase speed and smoothing the result.
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SUMMARY

XPG is a structure-specific endonuclease required
for nucleotide excision repair, and incision-defective
XPG mutations cause the skin cancer-prone
syndrome xeroderma pigmentosum. Truncating
mutations instead cause the neurodevelopmental
progeroid disorder Cockayne syndrome, but little is
known about how XPG loss results in this devas-
tating disease. We identify XPG as a partner of
BRCA1 and BRCA2 in maintaining genomic stability
through homologous recombination (HRR). XPG
depletion causes DNA double-strand breaks, chro-
mosomal abnormalities, cell-cycle delays, defective
HRR, inability to overcome replication fork stalling,
and replication stress. XPG directly interacts with
BRCA2, RAD51, and PALB2, and XPG depletion re-
duces their chromatin binding and subsequent
RAD51 foci formation. Upstream in HRR, XPG inter-
acts directly with BRCA1. Its depletion causes
BRCA1 hyper-phosphorylation and persistent chro-
matin binding. These unexpected findings establish
XPG as an HRR protein with important roles in
genome stability and suggest how XPG defects pro-
duce severe clinical consequences including cancer
and accelerated aging.

INTRODUCTION

Unrepaired DNA lesions from both environmental and endoge-

nous sources impede replication fork progression and result in

replication stress (Magdalou et al., 2014; Zeman and Cimprich,

2014). Repair intermediates, e.g., single-strand breaks, also

can interfere with replication and be processed by it into more

severe lesions, DNA double-strand breaks (DSBs). In addition,

encounters with transcription pose a major problem for the repli-

cation machinery (Bermejo et al., 2012; Helmrich et al., 2013),

which is likely a more severe problem when transcription itself

is stalled. Thus, defects in coordination between DNA replication

and DNA repair can lead to genomic instability, developmental

and immunological abnormalities, and cancer and/or aging

(Marteijn et al., 2014; Zeman and Cimprich, 2014).

A major mechanism for rescuing stalled replication forks in-

volves homologous recombination repair (HRR) of the resulting

DSB mediated by RAD51 (Prakash et al., 2015; San Filippo

et al., 2008). HRR is essential for cell survival, and in its absence,

lethal chromosomebreaksoccurduring replication (Sonodaet al.,

1998). HRR is initiated by nucleolytic processing of the broken

DNA ends to give single-stranded (ss) DNA tails, which become

coatedby themajor eukaryotic ssDNAbinding protein, replication

protein A (RPA). RAD51 is recruited to ssDNA and loaded onto it

through displacement of RPA by the breast cancer-associated

protein BRCA2 (Jensen et al., 2010; Liu et al., 2010; Thorslund

et al., 2010) in partnershipwith PALB2 (Xia et al., 2006). In contrast

(Roy et al., 2012), the breast cancer-associated protein BRCA1

functions early in HRR to regulate end resection (Coleman and

Greenberg, 2011) and to recruit BRCA2 through interaction with

PALB2 (Sy et al., 2009). The RAD51 nucleoprotein presynaptic

filament catalyzes the search for homology between the ssDNA

end and the intact sister chromatid, invading the duplex DNA to

form a DNA joint called the D-loop in a process that also requires

PALB2andRAD51AP1 (Buisson et al., 2010; Dray et al., 2010;Wi-

ese et al., 2007). Accessory proteins includingRAD52 (Feng et al.,

2011) and five RAD51 paralogs, XRCC2/3 and RAD51B/C/D

(Chun et al., 2013), are important in the critical early step of RPA

displacement and RAD51 filament formation, which manifests at

the cellular level as RAD51 foci.

The DNA repair protein XPG was first identified as a structure-

specific endonuclease required for nucleotide excision repair

(NER). Initiation of NER requires binding of XPC to the helix

distortion caused by a lesion, followed by further opening of
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the DNA by the transcription/repair factor TFIIH to form an NER

bubble, then lesion verification by TFIIH together with XPA.

Sequential cuts at the bubble junctions by ERCC1/XPF and

XPG excise the lesion-containing strand (Marteijn et al., 2014).

Transcription-coupled repair (TCR) is a specialized process

that preferentially removes transcription-blocking lesions from

transcribed DNA strands through recognition of stalled RNA

polymerase by the CSB protein, rather than recognizing the

lesion itself (Fousteri and Mullenders, 2008; Vermeulen and

Fousteri, 2013). TCR therefore does not involve XPC, but re-

quires other NER proteins including XPG.

Defects in NER result in the skin cancer-prone, sun-sensitive

disorder xeroderma pigmentosum (XP), and point mutations in

XPG (ERCC5) that inactivate its endonuclease (XP-G patients)

cause XP (Nouspikel et al., 1997; O’Donovan and Wood,

1993). In contrast, patients with rare truncating mutations in

XPG have the combined diseases of XP with Cockayne syn-

drome (CS), the signature molecular defect of which is loss of

TCR (Emmert et al., 2002; Lindenbaum et al., 2001; Nouspikel

et al., 1997). Rather than cancer susceptibility, XP-G/CS pre-

sents as severe, primarily postnatal, progressive neurodevelop-

mental abnormalities with mental retardation, dramatic growth

failure, greatly accelerated symptoms of aging, and death in

early childhood (Schärer, 2008). Mouse models recapitulate

the patient phenotypes. The original Xpg (Ercc5) knockout re-

sulted in death before weaning (Harada et al., 1999), but a recent

conditional knockout mouse in a hybrid strain background sur-

vives to 15–18 weeks and displays many progressive progeroid

features, including early cessation of growth, cachexia,

kyphosis, and extensive neurodegeneration (Barnhoorn et al.,

2014). In striking contrast, mice with point mutations inactivating

XPG enzymatic activity are UV sensitive, but otherwise normal

(Shiomi et al., 2004; Tian et al., 2004), similar to XP-G patients.

Thus, distinct from its NER incision function, XPG is essential

for normal postnatal development in mammals. However, the

nature of this requirement has been unclear.

XPG has multiple non-enzymatic functions outside its role in

NER that might contribute to the fatal postnatal phenotype asso-

ciated with its loss. It interacts directly with both RNA polymer-

ase II and the CSB protein that is essential for initiation of TCR,

and it has been implicated in early steps of TCR (Sarker et al.,

2005) beyond its requirement for repair per se. In addition,

XPG forms a complex with TFIIH and has been reported to be

important for its stable association with the CAK kinase subunit

(Ito et al., 2007). XPG also has a role in the early steps of base

excision repair (BER) of oxidative DNA damage through direct

interaction with, and stimulation of, the NTH1 glycosylase

(Klungland et al., 1999; Weinfeld et al., 2001).

To better understand the critical postnatal function(s) of XPG,

we undertook a series of biochemical and cell biological studies

directed toward identifying other protein partners of XPG and

elucidating the consequences of its absence. Our unexpected

findings establish XPG as a member of the HRR pathway whose

loss results in an inability to recover from replication stress, lead-

ing to DNA damage and genomic instability. These results sug-

gest a basis for the hitherto unexplained, unusually severe

phenotypes of Xpg knockout mice and, importantly, of XP-G/

CS patients.

RESULTS

Loss of XPG Causes Spontaneous DNA Damage
Independent from Defective NER
We compared the growth rate of normal (wild-type, WT) primary

human fibroblasts to that of primary fibroblasts from two unre-

lated XP-G/CS patients, each with severely truncating XPG mu-

tations (Nouspikel et al., 1997; Okinaka et al., 1997) and no

detectable XPG protein (Figure 1B). The XP-G/CS cells had a

much slower proliferation rate (Figure 1A), with a doubling time

of 38 hr compared to 22 hr for WT, and they accumulated in

G2/M (Figure S1A).

We examined XP-G/CS cells for increased pRPA32 as a sign

of replication stress (Zeman andCimprich, 2014). Stalled replica-

tion forks lead to formation of stretches of ssDNA, and hence to

loading of RPA, which is rapidly phosphorylated in the RPA32

subunit (Binz et al., 2004). Consistent with high replication stress,

undamaged patient cells lacking XPG had a dramatic increase in

pRPA32 compared to undamaged WT (Figure 1B, lanes 3 and 4

versus 2), similar to WT after 1 hr treatment with 2 mM campto-

thecin (CPT; lane 1), which causes ssDNA breaks that are con-

verted to DSBs by replication.

Use of patient cells has the disadvantage of absence of

isogenic WT controls. In addition, there is a possibility that

compensatory secondary mutations or epigenetic changes

may have occurred during cell culture. Therefore, we used

three independent small interfering (si)RNAs to transiently

reduce XPG protein to barely detectable levels in U2OS cells

(Figure 1C) and compared them to a non-specific siRNA (Con-

trol) and untransfected cells (UNTF). XPG depletion caused

reduced growth rate and accumulation in G2/M, but no change

in the fraction of S phase cells (Figures 1D, S1B, and S1C).

Depletion of XPG strongly induced pRPA32 (Figure 1C, lanes

4–6). A similar outcome was observed in XPG-depleted HeLa

cells, where the increase was approximately equal to that

caused by the addition of 1 mM mitomycin C (MMC) to controls

(Figure S1D).

We alsomeasured the impact of XPG loss on foci formation for

common markers of DNA damage. XPG-depleted U2OS cells

had both significantly elevated 53BP1 foci (Figures 1E and 1F)

and gH2AX foci (Figure 1G), aswell as increased gH2AXbywest-

ern analysis (Figure 1H). Large numbers of gH2AX foci and

increased gH2AX were also observed in SV40-transformed

XPCS1RO cells from an XP-G/CS patient (Ellison et al., 1998),

but not in SV40-transformed WT (VA13) cells (Figures 1G and

S1F, lane 2 versus 1). Importantly, we similarly observed

elevated gH2AX in primary dermal fibroblasts derived from

Xpg�/� mice (Barnhoorn et al., 2014) compared to WT littermate

controls (Figures 1H and S1G).

Together these results strongly suggest that loss of XPG,

either genetically in human or mouse cells or by siRNA depletion

from two different human cell lines, leads to large numbers of

DSBs. To exclude that the effects were due to loss of NER, we

similarly depleted U2OS cells of either XPC or XPA, since both

are essential for global NER and the latter is also essential for

TCR. Neither depletion increased pRPA32 (Figure S1E), 53BP1

foci formation (Figure 1F), or G2/M accumulation (Figures 1D

and S1C). We conclude that the DNA damage responses

536 Molecular Cell 61, 535–546, February 18, 2016 ª2016 Elsevier Inc.



engendered by XPG depletion are due to loss of a function

distinct from its NER role.

XPG Depletion Leads to Genomic Instability
Consistent with induction of DSBs, XPG depletion significantly

increased micronuclei in U2OS cells in the absence of any

damaging treatment (Figure 2A). In contrast, depletion of XPC

or XPA had no effect, thus ruling out a role for NER. We next

examined metaphase spreads of HeLa cells and found a signif-

icant �5-fold elevation in chromatid breaks after depletion of

XPG (Figure 2B). This result suggests a role for XPG in HRR,

since chromatid breaks are a hallmark of defects in this BRCA-

mediated pathway (Roy et al., 2012). Supporting this idea,

XPG-depleted fibroblasts were sensitive to MMC (Figure S2),

which causes DNA crosslinks that are repaired by HRR (Moyna-

han et al., 2001), and MMC treatment of XPG-depleted HeLa

cells further elevated the level of chromatid breaks (Figures 2B

and 2D). XPG-depleted cells also had acentric and double-min-

ute chromosomal fragments as well as complex aberrations, not

observed in control cells (Figures 2C and 2D). Collectively, these

results establish that XPG functions to maintain genomic integ-

rity in undamaged cells and show that its requirement is even

more critical after DNA damaging treatments.

XPG Mediates Recovery from Replication Stress
Next, we examined the ability of XPG to mitigate replication

stress induced by CPT. Compared to siRNA control, CPT treat-

ment of XPGdepleted cells led to a significantly greater induction

of both ssDNA as marked by pRPA32 (Figures 3A and 3B) and of

DSBs as marked by gH2AX. Consistent with defective repair of

DSBs at replication forks, gH2AX persisted and accumulated

for at least 72 hr (Figure 3A). XPG depletion also led to a major

delay in cell-cycle reentry after CPT (Figures 3C and 3D) and to

CPT hypersensitivity (Figure S3A).

To directly test the possibility that XPG facilitates replication

restart after replication stress, we performed DNA fiber labeling

to examine replication fork progression in the presence or

absence of hydroxyurea (HU). U2OS cells were pulse-labeled

with CldU (red), incubatedwithout or with HU to arrest replication

forks, and then labeled with IdU (green) (Figures 3E, 3F, S3B,

Figure 1. Loss of XPG Causes Sponta-

neous DNA Damage Independent from

Defective NER

(A) Impaired cell growth of XP-G/CS patient

primary fibroblasts, XPCS2LV and XP20BE,

compared to normal human fibroblasts,

HCA2 and WI38, of the same population

doubling age. The data are mean ± SD (N = 3);

XP20BE (N = 2); and WI38 was a single ex-

periment.

(B) pRPA32 (S4/S8) amount in undamaged

XP-G/CS patient cells, XPCS2LV and XP20BE,

compared to normal human fibroblasts,

HCA2. The HCA2 cells treated with CPT (2 mM

for 1 hr and harvested after 4 hr) were a

positive control. The Ku80 was a loading control.

(C) pRPA32 amounts in U2OS cells untrans-

fected (UTF) with or without CPT treatment (2 mM,

1 hr) or transfected with control siRNA or three

different siRNAs targeting XPG.

(D) Cell-cycle progression of siRNA trans-

fected U2OS cells. The knock down of XPG

was with a mixture of two siRNAs, XPG-1

and XPG-3. The data are the mean ± SD for

N = 3. While the depletion of XPG, but not of

other NER proteins, resulted in G2/M accu-

mulation, the S phase fraction did not

change (28.5%, 29.5%, and 27.5% for un-

transfected, control KD, and XPG siRNA,

respectively).

(E and F) Immunostaining for 53BP1 in U2OS

cells transfected with siRNAs, fixed after

72 hr, and quantified for cells with >5 53BP1

foci. The data are the mean ± SEM from N = 3.

The XPC and XPA are N = 2.

(G) Immunostaining for 53BP1 (green) and

gH2AX (red) in U2OS cells transfected with

siRNAs. The merged images (foci overlap =

yellow) and DAPI (blue) stained nuclei are shown. The VA13 (WT) and XP-G/CS patient cell line XPCS1R0 were stained as noted for U2OS cells.

(H) gH2AX amounts in U2OS cells depleted of XPG (left) and in primary mouse dermal fibroblasts (MDFs) from two different WT or Xpg�/� mice (right). The

histone H3 was a loading control.

See also Figure S1.
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and S3C). Tracts labeled only in red indicate either forks that

terminated during the labeling period or forks that stalled or

collapsed and were unable to restart. Without HU, the frequency

of red-only tracts was not significantly different between control

and XPG-depleted cells (Figure 3G legend and Figure S3C).

However, after 30 min of HU treatment, the frequency of stalled

forks was significantly elevated in XPG-depleted cells (Figures

3F and 3G). Longer HU treatment further increased the fre-

quency of stalled forks in both control and XPG-depleted cells,

but the frequency remained significantly higher at every time

point when XPG was depleted (Figure 3G). These results estab-

lish a previously unsuspected requirement for XPG in recovery

from replication stress.

XPG Protein Is Induced in Response to Replication
Stress and Accumulates at Sites of DSBs
During recovery from CPT damage, XPG protein increased

approximately 2-fold and remained elevated for at least 72 hr

(Figures 3A and 4A). Treatment with the MG132 inhibitor showed

that XPG is not regulated by proteasomal degradation (Fig-

ure S4A). Rather, quantitative (q)RT-PCR analysis revealed that

XPG mRNA levels increased following CPT (Figures 4B and

S4B). This upregulation of XPG is surprising, since it does not

occur after UV damage (Christmann et al., 2006). It is consistent

with the idea that XPG plays an important role in the cellular

response to replication stress.

We used immunofluorescence to investigate localization of

XPG in normal human fibroblasts and observed distinct nu-

clear XPG foci in S phase cells marked by staining for

Cyclin A (Figure 4C), whereas G1 cells exhibited very few

XPG foci (Figure S4C). The XPG foci became noticeably larger

and brighter after HU treatment (Figure 4C). We confirmed that

the foci reflect localized XPG by their absence in XP-G/CS

Figure 2. XPG Is Required for Genome Sta-

bility and Cell Survival

(A) Micronuclei in siRNA transfected U2OS cells.

The data represent the mean ± SD for N = 2, with

XPG depletion significantly higher than control

(* = < 0.05; n.s. = not significant).

(B and C) Chromatid breaks (B) and an array of

chromosome aberrations (C) in siCTRL or siXPG

depleted HeLa cells either mock or MMC-treated

(100 nM, 1 hr), scored 24 hr following MMC. The

data represent the mean ± SD for N = 4 (no MMC)

or N = 2 (with MMC).

(D) Giemsa-stained metaphase spread of MMC-

treated XPG-depleted HeLa cells. The arrows

show examples of chromatid breaks, double-

minute, or acentric fragments.

See also Figure S2.

cells, by the same pattern of foci forma-

tion using a second XPG antibody

(Trego et al., 2011) (Figure S4D), and

by their reduction after siRNA depletion

(Figure S4D).

Since stalled replication forks cause

DSBs after collapse, we investigated

whether XPG foci overlap with 53BP1 and gH2AX foci in cells

synchronized into S phase with or without HU treatment (Fig-

ure 4D). In contrast to G1 cells, approximately 20% of undam-

aged S phase cells contained XPG foci that overlapped with

53BP1 and gH2AX, and this fraction increased to �70% after

HU (Figure 4E). We also observed overlapping XPG and 53BP1

foci in asynchronously growing cells after ionizing radiation treat-

ment (Figure S4E).

XPG Interacts with HRR Proteins
Consistent with recruitment of XPG to HRR at DSBs caused by

collapsed replication forks, XPG foci strongly overlapped with

RAD51 foci in mid-S phase cells (Figure 5A). To test the possibi-

lity that XPG interacts with HRR proteins, we performed recip-

rocal co-immunoprecipitations (coIPs) from nuclear extracts of

U2OS cells. Pull down of XPG, BRCA2, or RAD51 in each case

resulted in coIP of the other two and also of PALB2 (Figure 5B).

Moreover, XPG foci overlapped with BRCA2 foci in normal hu-

man fibroblasts treated with HU (Figure 5C).

We next co-expressed HRR proteins in insect cells to iden-

tify direct interactions among them. XPG and RAD51 inter-

acted weakly (Figure S5A), but XPG formed a tight complex

with either BRCA2 or PALB2 (Figure 5D, lanes 2 and 4), and

the three proteins formed a stable trimeric complex (lane 5).

For other co-expression combinations, we first carried out af-

finity purification of FLAG-tagged BRCA2, elution with FLAG

peptide, and IP of another of the co-expressed proteins (Fig-

ure 5E) to reveal stable trimeric and tetrameric complexes (Fig-

ures S5B and S5D). Since interaction of BRCA2 with the small

highly acidic protein DSS1 facilitates HRR (Kristensen et al.,

2010), with DSS1 acting as a DNA mimetic to displace RPA

and allow RAD51 loading (Zhao et al., 2015), we wondered

whether it might also participate in the HRR complex with

538 Molecular Cell 61, 535–546, February 18, 2016 ª2016 Elsevier Inc.



XPG. Indeed, XPG interacted weakly with DSS1, although

much less strongly than the interaction between BRCA2 and

DSS1 (Figure S5C). Importantly, XPG formed a stable, five-

membered HRR complex with BRCA2, PALB2, RAD51, and

DSS1 upon co-expression from five separate baculoviruses.

The complex robustly survived affinity purification, release,

and re-IP (Figures 5E and 5F). Together, these protein-protein

interactions (summarized with relative affinities; Figure 5G)

substantiate a role for XPG in HRR and strongly suggest that

it functions with BRCA2 to promote presynaptic filament

formation.

XPG Promotes HRR and Loads RAD51, BRCA2, and
PALB2 following Replication Stress
We examined whether XPG promotes HRR by measuring gene

conversion using a DR-GFP reporter construct (Pierce et al.,

1999) integrated into a U2OS cell line (Xia et al., 2006). Depletion

of XPGwith either of two siRNAs significantly reduced gene con-

version to about 50% of control (Figures 6A and S6A). This

reduction is comparable to that from loss of RAD51AP1 (Fig-

ure 6A) or XRCC3 (Wiese et al., 2007). In contrast, depletion of

the NER protein XPC had no effect (Figure 6A), and reduced

gene conversion was not due to reduced I-SceI endonuclease

expression (Figure S6B). Based on these results, we tested

whether XPG depletion sensitizes cells to PARP inhibition, as re-

Figure 3. XPG Mediates Recovery from

Replication Stress

(A) pRPA32 (S4/S8) and gH2AX level in U2OS cells

transfected with siRNAs (48 hr), treated with or

without CPT (20 nM, 24 hr), followed by CPT

removal and harvest at the indicated times.

(B) Quantification of pRPA32 (S4/S8) protein from

(A). The data represent the mean ± SD for N = 3.

(C) Cell-cycle progression of U2OS cells treated

with CPT (A).

(D) G1 cells after CPT treatment (A). The data

represent the mean ± SD for N = 3.

(E) Diagram of the DNA fiber assay showing the

addition of nucleotide analog, CldU (red), for

15 min, addition of HU for 0.5, 5, 18, or 30 hr, and

then IdU (green) for 45 min.

(F) DNA fibers from U2OS cells transfected with

siRNAs and treated with HU for 30 min.

(G) Relative fraction of red-only DNA fibers in

U2OS cells transfected with siRNAs as indicated

and treated with HU for various times. The values

were normalized to those in the same cells without

HU. The percentages of red-only tracts among all

the structures assessed were similar and not

significantly different (p = 0.105) between un-

treated siCTRL cells (18.55% ± 0.7621) and un-

treated XPG-depleted cells (14.31% ± 1.877). The

data represent the mean ± SEM for N = 3 (18 hr,

N = 2 and 30 hr, N = 1).

See also Figure S3.

ported for other HRR proteins (McCabe

et al., 2006). We found strong sensitiza-

tion, comparable to that caused by deple-

tion of BRCA2 itself (Figure 6B).

To understand the mechanism by which XPG promotes HRR,

we examined whether loss of XPG affects RAD51 foci formation

after CPT. Consistent with slow resolution of pRPA32 (Figure 3),

RAD51 foci formation was attenuated (Figures 6C and S6C). This

reduction could be due either to overall destabilization of RAD51

protein or its reduced chromatin localization. To distinguish be-

tween these, we used biochemical fractionation to examine

whole cell extracts (WCE) versus the soluble (S100) or chro-

matin-bound (P100) fractions from cells treated or not with

CPT. Depletion of XPG did not affect the amount of RAD51 in

WCE (Figures 6D and S6D), but significantly reduced RAD51

chromatin loading after CPT (Figure 6E). Furthermore, XPG

depletion also significantly reduced BRCA2 chromatin loading

(Figure 6F) and reduced PALB2 on chromatin (Figure S6E).

Conversely, BRCA2 or PALB2 depletion had no effect on XPG

loading (Figure S6F).

XPG Modulates BRCA1 Phosphorylation and Chromatin
Loading
If XPG exclusively acts with BRCA2 and PALB2 to promote HRR,

then the competing SS annealing (SSA) pathway, which is medi-

ated by RAD52 and repairs DSBs through annealing short ho-

mologous sequences on either side of the break (Lok et al.,

2013), should increase after XPG depletion, as it does when

either BRCA2 or RAD51 is depleted (Stark et al., 2004). However,
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in contrast to the dramatic increase in SSA observed upon

BRCA2 depletion, depletion of XPG led to a significant decrease

in SSA (Figure 7A) as measured in U2OS SA-GFP cells (sche-

matic in Figure S7A) (Gunn and Stark, 2012), while as expected

from this pathway’s requirement for extensive resection, deple-

tion of the CtIP nuclease virtually eliminated SSA (Figure 7A). We

also tested for an effect of XPG on non-homologous end joining

(NHEJ), which predominates outside of S/G2 (Escribano-Dı́az

et al., 2013). Using U2OS EJ5-GFP cells (schematic in Fig-

ure S7B) (Gunn and Stark, 2012), we found that depletion of

XPG did not alter NHEJ (Figure S7C). We then asked whether

XPG was epistatic with RAD52 in SSA, but instead found that

simultaneous knock down of both XPG and RAD52 reduced

SSA to a level significantly below that from depletion of RAD52

alone (Figure 7A). Since XPG and RAD52 thus are not epistatic

in SSA, we hypothesized that XPG may act upstream of both

HRR and SSA, perhaps through interaction with BRCA1, which

is required for both.

We therefore asked whether XPG depletion affects BRCA1

function. By coIP, XPG and BRCA1 are indeed associated in

human cell extracts (Figure 7B). We further verified that they

Figure 4. XPG Increases after Replication

Stress and Accumulates at Sites of DSBs

(A) XPG protein amount (Figure 3A) quantified from

U2OS cells after CPT treatment with or without

siRNA knockdown, shown with the mean ± SD for

N = 3.

(B) XPG mRNA quantified by qRT-PCR in U2OS

cells treated with CPT (20 nM, 24 hr). The result in

cells transfected with XPG siRNA is shown for

undamaged cells (UNT) and 0 hr after CPT. The

data represent the mean ± SD for N = 2 indepen-

dent experiments run in triplicate.

(C) Immunostaining of XPG (red) and Cyclin A

(green) in asynchronous normal human fibroblasts

(HCA2) untreated or treated with HU (30 mM,

60 min).

(D) Immunostaining of XPG (red) and either 53BP1

(green) or gH2AX (green) in hTERT-immortalized

HCA2 cells synchronized into late S phase and

then mock (�) or HU (+) treated (30 mM, 1 hr). The

merged images (foci overlap = yellow) and DAPI

(blue) stained nuclei are shown.

(E) Quantification of XPG foci overlap with 53BP1

and gH2AX in G1 or late S phase. The data

represent the mean ± SEM for N = 2.

See also Figure S4.

interact directly by coIP from co-in-

fected insect cells (Figures 7C and

S7D). Chromatin fractionation experi-

ments revealed a surprise. In striking

contrast to the decreased loading of

BRCA2, PALB2, and RAD51, depletion

of XPG led to increased and persistent

BRCA1 chromatin binding after CPT

(Figures 7D and 7E). In control cells,

the chromatin bound fraction of BRCA1

was highest immediately after CPT

removal and then slowly declined. However, chromatin-bound

BRCA1 increased dramatically with time in cells depleted for

XPG. These results suggest that XPG is required for BRCA1

release. A possible mechanism is suggested by the fact that,

while mobility of BRCA1 is reduced in control cells immediately

after removal of CPT and returned to normal with time, the

reduced mobility of BRCA1 in XPG-depleted cells was both

more pronounced and in fact increased with time (Figures

7D and S7E). The altered mobility was entirely due to hyper-

phosphorylation, as demonstrated by phosphatase treatment

of the modified form (Figure S7G). Inhibiting ATM or ATR did

not reduce the interaction between XPG and BRCA1

(Figure S7H).

XPG depleted cells had significantly increased BRCA1 foci

both in untreated cells and after CPT (Figures 7F and 7G), consis-

tent with increased chromatin binding. As expected, depletion of

BRCA1 resulted in increased DNA damage as marked by 53BP1

foci (Figure S7I). Notably, BRCA1 depletion led to an increase in

total XPG protein (Figure S7F), similar to that observed as a result

of replication stress (Figure 4A), whereas XPG amounts did not

change with PALB2 or BRCA2 depletion (Figure 6D).
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Taken together, our findings establish that XPG has an im-

portant, complex role in responding to replication stress and

maintaining genome stability (Figure 7H) through direct protein-

protein interactions with key factors both for initiation of HRR

and SSA (BRCA1) and for presynaptic filament formation

(BRCA2, PALB2, DSS1, and RAD51).

DISCUSSION

Our work reveals an unexpected, multi-faceted function for XPG

in HRR that is clearly distinct from its role in NER. Specifically, we

show that XPG forms a higher-order complex with BRCA2,

PALB2, RAD51, and DSS1, that it also interacts with BRCA1,

and that loss of XPG leads to a significant reduction of HRR.

The reduced HRR reflects decreased RAD51 foci formation

caused by decreased chromatin binding of RAD51, BRCA2,

and PALB2. The deleterious cellular consequences observed

upon XPG depletion are consistent with its requirement in

HRR. These include increased pRPA32 signaling, DSB forma-

tion, G2/M accumulation, and sensitivity to the crosslinking

agent MMC, the topoisomerase I inhibitor CPT, and PARP inhibi-

tion. Furthermore, stalled replication forks accumulate dramati-

cally upon XPG depletion, correlating with induction of genomic

instability as marked by chromatid breaks and micronuclei even

in otherwise undamaged cells.

The observed effects of XPG loss on RAD51, BRCA2, and

PALB2, together with its direct interactions with each of these

proteins, suggest that XPG functions in HRR as a recombination

Figure 5. XPG Interacts with HRR Proteins

(A) Immunostaining of XPG (red) and RAD51

(green) in HCA2-hTERT (upper) and XPG null cells

(XPCS2LV, lower) synchronized in mid-S phase.

The merged images (foci overlap = yellow) and

DAPI (blue) stained nuclei are shown.

(B) CoIP of XPG, BRCA2, RAD51, and PALB2 from

U2OS cell nuclear extracts.

(C) Immunostaining of XPG (red) and BRCA2

(green) foci in asynchronous HCA2-hTERT fibro-

blasts either untreated or treated with HU (10 mM,

18 hr). The merged image (foci overlap = yellow)

and DAPI (blue) stained nuclei are shown.

(D) Affinity purification of FLAG-BRCA2 (B) with

either XPG (X) and/or PALB2 (P) proteins from

co-infected insect cell extracts. In the X+P co-

expression (no BRCA2), XPG was FLAG-tagged.

(E) Schematic of FLAG-affinity purification, fol-

lowed by elution and IP.

(F) Affinity purification of FLAG-BRCA2, then IP

with a-RAD51 or control IgG from co-infected in-

sect cell extracts reveals stable complex of five

HRR proteins.

(G) Schematic of XPG interactions with HRR

proteins.

See also Figure S5.

mediator to facilitate presynaptic filament

formation. It is perhaps important in this

context that XPG interacts directly with

RPA through an acidic region in the XPG

spacer domain (He et al., 1995), and that the spacer also con-

tains a ubiquitin binding motif (UBM) (Hofmann, 2009). The bio-

logical relevance of the XPG interaction with RPA has primarily

been viewed in the context of NER, where the interaction may

assist in coordinating DNA resynthesis with XPG incision (Fag-

bemi et al., 2011). However, since ubiquitylated RPA is involved

in regulating repair at stalled replication forks (Elia et al., 2015b),

it is possible that the interaction is also functionally important for

localizing XPG to stalled replication forks and/or for coordinating

RPA removal in complex with BRCA2/PALB2/DSS1.

The interpretation that XPG functions as an additional re-

combination mediator, while consistent with most of our obser-

vations, would not predict its effects on BRCA1. BRCA1 is

phosphorylated by ATMand ATR in response to damage or repli-

cation stress respectively, and the phosphorylation is important

for BRCA1 focal localization (Cortez et al., 1999; Tibbetts et al.,

2000). However, little is known about subsequent regulatory

steps, including the mechanism of BRCA1 dephosphorylation

or consequences of its failure. XPG involvement in regulating

BRCA1 activity, perhaps by promoting phosphatase action, is

strongly suggested by the striking hyperphosphorylation,

increased foci formation, and persistent chromatin binding of

BRCA1when XPG is lost. It is even possible that the downstream

effects of XPG loss on RAD51 foci formation and HRR are simply

an indirect consequence of its requirement for regulating BRCA1

function. However, the multiple downstream protein-protein in-

teractions of XPG would be difficult to reconcile with this view.

We therefore favor the possibility that XPG has two distinct
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functions in HRR, one in the initiation step through regulatory

effects on BRCA1 and another through direct participation

in RAD51 presynaptic filament formation with BRCA2 and

PALB2.

The most well-understood function of XPG is its required role

as the 30 endonuclease in NER and transcription-coupled NER

(TC-NER). However, several lines of evidence strongly suggest

that the dramatic BRCA-like phenotype upon loss of XPG as re-

ported here is separable from this role. In support of this idea,

depletion of XPC or XPA, which also block NER or both NER

and TC-NER respectively, did not increase DSBs or genomic

instability. Furthermore, there are strong biological arguments

supporting a critical non-enzymatic role for XPG. Data from

both mouse models and human patients establish that while

XPG is required for normal postnatal development, its endonu-

clease activity is not. In both cases, inactivating point mutations

cause only UV sensitivity, whereas knockouts (mouse) or trunca-

tions (patients) cause the severe CS phenotype and very early

death (Barnhoorn et al., 2014).

We suggest that, independently of its catalytic activity, XPG

functions as a scaffold protein at multiple steps in HRR. How-

Figure 6. XPG Promotes HRR and Chro-

matin Binding of BRCA2, PALB2, and RAD51

(A) DR-U2OS cells were transfected with siRNAs,

followed by transfection with an I-SceI expression

plasmid. The data represent the mean ± SD for

N = 5–13.

(B) Normal human fibroblasts (HCA2-hTERT)

transfected with siRNAs were assayed for survival

by BrdU incorporation after PARP inhibition by

ABT-888. The data represent the mean ± SEM for

N = 3 (siCTRL and siXPG) and N = 2 (siBRCA2).

(C) RAD51 foci formation revealed by immuno-

staining was quantified in U2OS cells transfected

with siRNAs and then treated with or without CPT

(20 nM, 24 hr). The data represent themean ± SEM

for N = 3.

(D) U2OS cells were transfected with siRNAs,

treated with CPT (20 nM, 24 hr), and harvested for

WCE or fractionated into soluble (S100) or chro-

matin-bound (P100) proteins.

(E and F) Quantification of RAD51 (E) and BRCA2

(F) chromatin loading from (D). The data represent

the mean ± SEM for N = 2, with XPG depletion

significantly lower than control (* and <0.05).

See also Figure S6.

ever, we have been unable to rescue the

HRR defect in either XP-G/CS patient

cells or siRNA knockdowns by ectopic

expression of WT XPG cDNA (e.g., Fig-

ure S1F, lanes 3 and 4), despite the fact

that the NER defect is complemented

(Ellison et al., 1998; Staresincic et al.,

2009). There are several possible expla-

nations for this observation. Notably,

native XPG expression is apparently

tightly regulated and responds to replica-

tion stress (Figures 4A and 4B), and it is

possible that this regulation is critical for its HRR function.

Furthermore, XPG protein is heavily post-translationally modi-

fied, including multiple phosphorylations, ubiquitination, and

likely sumoylation (Elia et al., 2015a). A lack of UTR sequences

in ectopic expression may result in the dysregulation of RNA-

mediated co-translational protein modifications (Kramer et al.,

2009). In addition, there are at least three protein coding isoforms

of XPG/ERCC5 (GENCODE build 19 and later, http://www.

gencodegenes.org) plus a gene-merge transcript, BIVM-

ERCC5, of unknown function. Thus, ectopically expressed

XPG, although active as an endonuclease, may lack some

properties that are critical for its homeostasis and scaffolding

functions. Of note, inability to rescue knockdowns by ectopic

expression is not without precedent and has recently been

observed by us in HRR for the NUCKS1 protein (Parplys et al.,

2015). Notwithstanding the failure of ectopically expressed

XPG to complement phenotypes other than those related to

NER incision, the biology of different classes of XPG mutations

(inactivating point mutations versus truncations or deletions) in

human patients and in mouse models argues very strongly that

XPG has critical functions distinct from its endonuclease activity.
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Our results as reported here strongly suggest that the XPG role(s)

in HRR and in replication fork restart are one such function.

The result of XPG depletion is an approximate 50% reduction

in HRR that was consistently observed for several different end-

points. However, the induction of DSBs, genomic instability, and

stalled replication forks when XPG is depleted greatly exceeds

that expected from a 2-fold decrease in HRR. These discrep-

ancies suggest that other functions of XPG, in addition to the

newHRR role(s) described here, likely contribute to genomic sta-

bility and replication fork maintenance.

One possibility is that XPG plays an additional role either in

replication fork protection or reversal. It is now clear that elabo-

rate mechanisms exist for protecting replication forks that have

encountered blocks and for restoring their progress. These

mechanisms operate prior to the crisis state of collapse and

DSB induction, after which HRR is clearly required. They include

protection from excessive resection/degradation, which in-

volves non-HRR functions of both BRCA1 and BRCA2

Figure 7. XPG Promotes SSA and Affects

BRCA1 Function

(A) SA-U2OS cells (carrying an integrated SSA

reporter construct as diagrammed in Figure S7A),

were transfected with siRNAs, followed by trans-

fection with an I-SceI expression plasmid. The

data represent the mean ± SEM for N = 6–15.

(B) CoIP of BRCA1 with XPG from U2OS cell nu-

clear extracts.

(C) Affinity purification of FLAG-BRCA1 with XPG

from co-infected insect cell extracts.

(D) BRCA1 chromatin loading in U2OS cells

transfected with siRNAs, treated with CPT (20 nM,

24 hr), harvested at the indicated times after CPT

removal, and fractionated into soluble (S100) or

chromatin-bound (P100) proteins.

(E) Quantification of BRCA1 chromatin loading.

(F) Immunofluorescence of BRCA1 (green) and

53BP1 (red) foci in U2OS cells transfected with

siRNAs and 48 hr later treated with CPT (20 nM,

24 hr) (right) or mock treated (left). The merged

image (overlap = yellow) and DAPI (blue) stained

nuclei are shown.

(G) BRCA1 foci (Figure 7F) were quantified and

plotted. The data represent the mean ± SEM for

N = 3.

(H) Model for XPG participation in HRR. XPG

regulates BRCA1 action in initiation of homology-

directed repair, and depletion of XPG reduces

both HRR and SSA. XPG additionally acts in a

complex with BRCA2, PALB2, DSS1, and RAD51

as a recombination mediator to promote RAD51

presynaptic filament formation in HRR.

See also Figure S7.

(Schlacher et al., 2011, 2012). Replication

fork reversal to form a ‘‘chicken-foot’’

structure is also central to avoiding fork

breakage and allowing replication restart,

and it is mediated by RAD51 in a role

outside of its recombinase function

(Zellweger et al., 2015). Processing of

reversed forks to allow replication restart requires WRN protein

(Thangavel et al., 2015), and a non-enzymatic function of WRN

has been implicated in protecting nascent DNA upon fork stalling

(Su et al., 2014). Since we show that XPG interacts directly with

BRCA1, BRCA2, and RAD51, and since it also has a direct, func-

tional interaction with WRN (Trego et al., 2011), one possibility to

explain the extreme accumulation of stalled forks when XPG is

lost is that it additionally serves as an important co-factor in

one or more of these processes.

Another possibility that must be considered relates to the

recent demonstration that thepresenceofXPGendonucleaseac-

tivity in cells lacking various RNA processing factors causes

extensive DSB formation and genomic instability from cleavage

of R-loops (Sollier et al., 2014), which are RNA-DNA hybrids

with displaced ssDNA that can form behind transcription. How-

ever, we show the opposite: DSBs—presumably at stalled repli-

cation forks—and genomic instability are caused by loss of

XPG. It is presently unclear whether XPG processes R-loops
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under normal conditions (i.e., in the presence of RNA processing

factors), and if so whether such cleavage is beneficial or delete-

rious. It is possible that, in the absence of XPG, unprocessed

R-loops could lead to DSBs when encountered by replication

forks. In this context it is interesting that R-loop cleavage by

XPG also requires the TCR protein CSB (Sollier et al., 2014),

whose activity is increased by interaction with XPG (Sarker

et al., 2005). Loss of either XPG or CSBwould therefore both pre-

vent TCR, leading to a dramatic increase in stalled transcription,

and increase R-loop formation or persistence. The combined ef-

fect could significantly increase replication fork stalling, which

would be poorly resolved in the absence of XPG, leading to high

levels of replication stress. Thus the relationship between TCR,

R-loops, replication fork stalling and collapse, and HRR is

evidently complex and certainly poorly understood at present.

What is now clear, however, is that XPG occupies a central posi-

tion in these intertwined processes. Interestingly, CSB has

recently been implicated both in recruitment of HRR proteins to

oxidative damage at sites of active transcription (Wei et al.,

2015) and in the mitotic checkpoint and pathway choice for

DSB repair (Batenburg et al., 2015). Although the detailed

connection between these findings for CSB and the HRR role of

XPG reported here remains to be elucidated, it is increasingly

evident that TCR defects in general are likely to have an impact

that extends well beyond maintenance of transcription to include

effects on genome stability.

In summary, we have demonstrated an unexpected, critical

role for XPG in replication fork maintenance and preservation

of genomic stability through participation in HRR after replication

stress via direct interactions with key HRR proteins. Cell-cycle

defects, large numbers of DSBs, HRR defects, and elevated

DNA damage response signaling ensue when cells are deprived

of XPG. The severe disease presentation that manifests in pa-

tients with truncating mutations in XPG or in mouse models

with deletion of Xpg has never been adequately explained and

cannot be reconciled with loss of NER alone. Loss of the HRR

role for XPG that is described here, and possibly of additional

XPG functions in processing of stalled forks, may represent a

major contributing factor in the CS phenotype. The assignment

of XPG as an important player in BRCA-mediated HRR and the

greatly elevated genomic instability that occurs in its absence

also raise the possibility that it functions as a previously unrecog-

nized tumor suppressor gene for breast, ovarian, and other

BRCA-associated cancers.

EXPERIMENTAL PROCEDURES

Cell Culture and siRNA Transfection

Primary and immortalized human cell lines were cultured under ambient

oxygen and 10% CO2 in DMEM. Primary mouse dermal fibroblasts were

cultured at 3% oxygen and 5% CO2 in DMEM/Hams-F12 media. Both were

supplemented with fetal calf serum and 1% antibiotic/antimycotic. siRNAs

(40 nM) were transiently transfected with LipofectamineRNAiMAX (Invitrogen)

on 2 consecutive days, followed by replating and incubation for 24–72 hr prior

to experimentation.

WCE, Cellular Fractionation, and Phosphatase Treatment

Cells were lysed in SDS sample buffer (3% SDS, 10% glycerol, and 100 mM

Tris-HCl [pH 6.8]) and heated at 95�C. For experiments with BRCA2, cell

lysates were not heated, but were needle sheared in the same buffer. Protein

concentrations were determined by the BCA assay (Pierce). Fractionation

into an S100 fraction containing cytoplasmic and nuclear proteins and P100

fraction containing chromatin, nuclear matrix, and insoluble proteins was

performed as previously described (Xia et al., 2006). For phosphatase treat-

ment, the P100 pellets were mock or lambda phosphatase treated according

to the manufacturer’s recommendation (NEB) then needle sheared in SDS

buffer.

Drug Treatments and Cellular Proliferation

Unless otherwise noted, cells were exposed to 20 nMCPT or DMSO for 24 hr in

growth medium. After treatment, cultures were washed with PBS and returned

to growth medium or harvested. MMC exposure was in growth medium for

1 hr, followed by PBS wash, and incubation for 24 hr prior to analysis. PARP

inhibitor ABT-888 treatment was for 1 hr prior to addition of BrdU. HU treat-

ment was for 1 hr at 30 mM or for 16 hr at 5 or 10 mM. To measure proliferation

after damage, cells were incubated in the presence of BrdU (20 mM) for 72 hr,

harvested, and analyzed by fluorescence-activated cell sorting (FACS) to

detect BrdU-positive cells.

DNA Fiber Assay, Micronuclei, and Chromosome Analysis

The DNA fiber assay, micronuclei assay, and chromosome analysis were per-

formed as described (Parplys et al., 2014; Groesser et al., 2007; Wiese et al.,

2007).

Statistics

Statistical significances were determined using the Student’s t test.

Supplemental Experimental Procedures

Details of cells used, insect cell expression and purification methodologies,

reporter assays for gene conversion and SSA, antibodies and protocols

used for immunofluorescence and westerns, and other detailed experimental

procedures and associated references are found in the Supplemental

Information.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures

and seven figures and can be found with this article online at http://dx.doi.

org/10.1016/j.molcel.2015.12.026.
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Buisson, R., Dion-Côté, A.M., Coulombe, Y., Launay, H., Cai, H., Stasiak, A.Z.,

Stasiak, A., Xia, B., and Masson, J.Y. (2010). Cooperation of breast cancer

proteins PALB2 and piccolo BRCA2 in stimulating homologous recombina-

tion. Nat. Struct. Mol. Biol. 17, 1247–1254.

Christmann, M., Tomicic, M.T., Origer, J., Aasland, D., and Kaina, B. (2006).

c-Fos is required for excision repair of UV-light induced DNA lesions by trig-

gering the re-synthesis of XPF. Nucleic Acids Res. 34, 6530–6539.

Chun, J., Buechelmaier, E.S., and Powell, S.N. (2013). Rad51 paralog com-

plexes BCDX2 and CX3 act at different stages in the BRCA1-BRCA2-depen-

dent homologous recombination pathway. Mol. Cell. Biol. 33, 387–395.

Coleman, K.A., and Greenberg, R.A. (2011). The BRCA1-RAP80 complex reg-

ulates DNA repair mechanism utilization by restricting end resection. J. Biol.

Chem. 286, 13669–13680.

Cortez, D., Wang, Y., Qin, J., and Elledge, S.J. (1999). Requirement of ATM-

dependent phosphorylation of brca1 in the DNA damage response to dou-

ble-strand breaks. Science 286, 1162–1166.

Dray, E., Etchin, J., Wiese, C., Saro, D., Williams, G.J., Hammel, M., Yu, X.,

Galkin, V.E., Liu, D., Tsai, M.S., et al. (2010). Enhancement of RAD51 recom-

binase activity by the tumor suppressor PALB2. Nat. Struct. Mol. Biol. 17,

1255–1259.

Elia, A.E., Boardman, A.P., Wang, D.C., Huttlin, E.L., Everley, R.A., Dephoure,

N., Zhou, C., Koren, I., Gygi, S.P., and Elledge, S.J. (2015a). Quantitative pro-

teomic atlas of ubiquitination and acetylation in the DNA damage response.

Mol. Cell 59, 867–881.

Elia, A.E., Wang, D.C., Willis, N.A., Boardman, A.P., Hajdu, I., Adeyemi, R.O.,

Lowry, E., Gygi, S.P., Scully, R., and Elledge, S.J. (2015b). RFWD3-dependent

ubiquitination of RPA regulates repair at stalled replication forks. Mol. Cell 60,

280–293.

Ellison, A.R., Nouspikel, T., Jaspers, N.G., Clarkson, S.G., and Gruenert, D.C.

(1998). Complementation of transformed fibroblasts from patients with com-

bined xeroderma pigmentosum-Cockayne syndrome. Exp. Cell Res. 243,

22–28.

Emmert, S., Slor, H., Busch, D.B., Batko, S., Albert, R.B., Coleman, D., Khan,

S.G., Abu-Libdeh, B., DiGiovanna, J.J., Cunningham, B.B., et al. (2002).

Relationship of neurologic degeneration to genotype in three xeroderma pig-

mentosum group G patients. J. Invest. Dermatol. 118, 972–982.

Escribano-Dı́az, C., Orthwein, A., Fradet-Turcotte, A., Xing, M., Young, J.T.,
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SUMMARY

Telomere crisis occurs during tumorigenesis when
depletion of the telomere reserve leads to frequent
telomere fusions. The resulting dicentric chromo-
somes have been proposed to drive genome insta-
bility. Here, we examine the fate of dicentric human
chromosomes in telomere crisis. We observed that
dicentric chromosomes invariably persisted through
mitosis and developed into 50–200 mm chromatin
bridges connecting the daughter cells. Before their
resolution at 3–20 hr after anaphase, the chromatin
bridges induced nuclear envelope rupture in inter-
phase, accumulated the cytoplasmic 30 nuclease
TREX1, and developed RPA-coated single stranded
(ss) DNA. CRISPR knockouts showed that TREX1
contributed to the generation of the ssDNA and the
resolution of the chromatin bridges. Post-crisis
clones showed chromothripsis and kataegis, pre-
sumably resulting from DNA repair and APOBEC
editing of the fragmented chromatin bridge DNA.
We propose that chromothripsis in human cancer
may arise through TREX1-mediated fragmentation
of dicentric chromosomes formed in telomere crisis.

INTRODUCTION

The view that dicentric chromosomes are broken in mitosis and

undergo breakage-fusion-bridge (BFB) cycles originates from

McClintock’s cytological observation of corn chromosomes

(McClintock, 1938; McClintock, 1941). More recently, the fate

of dicentric chromosomes has been studied in yeast as well as

plants (reviewed in Stimpson et al., 2012). Here, we document

the behavior of dicentric chromosomes in human cells.

Dicentric chromosomes can be formed during the early stages

of human tumorigenesis when telomere shortening has led to

dysfunctional telomeres (reviewed in Artandi and DePinho,

2010). Telomere shortening induces senescence or apoptosis

when a few telomeres lose the ability to repress DNA damage

signaling pathways. Telomere fusions are infrequent in senes-

cence, most likely because of the low frequency of dysfunctional

telomeres. Upon by-pass of senescence due to loss of p53 and

Rb, further telomere attrition increases the incidence of telomere

dysfunction, eventually leading to a telomere crisis where telo-

meres fuse to form dicentric chromosomes. These dicentrics

have been proposed to drive genome instability in cancer. The

genomic scars indicative of past telomere crisis have been

observed in several types of cancer (Lin et al., 2010; Lin et al.,

2014; Roger et al., 2013; Simpson et al., 2015). However, the

fate of dicentric chromosomes, including potential BFB cycles,

has been elusive.

The genomic footprint of BFB cycles is a ‘‘fold-back’’ inverted

rearrangement that demarcates a region of amplification from a

terminal chromosomal deletion. Suchevents havebeenobserved

in pancreatic cancer, esophageal cancer, breast cancer, and leu-

kemias, among others (Bignell et al., 2007; Campbell et al., 2010;

Waddell et al., 2015; Li et al., 2014; Nones et al., 2014). Interest-

ingly, several of these studies have suggested an association be-

tween the rearrangements of BFB cycles and chromothripsis

(Nones et al., 2014; Li et al., 2014). Chromothripsis is amysterious

mutational process in which one or more localized chromosomal

regions undergo catastrophic shattering, triggering a haphazard

repair process of stitching chromosomal fragments together in

a random order and orientation (Stephens et al., 2011). Chromo-

thripsis has been observed across many tumor types (Forment

et al., 2012), especially those with p53 loss (Rausch et al.,

2012), aswell as occasional occurrence in the germline (Klooster-

man and Cuppen, 2013). Chromothripsis breakpoints often show

clusters of base substitutions localized nearby (kataegis), exhibit-

ing the C>T and C>G signature at TpC dinucleotides associated

with APOBEC-mediated mutagenesis (Nik-Zainal et al., 2012a;

Roberts et al., 2012; Roberts et al., 2013; Chan et al., 2015).

The mechanism of chromosome fragmentation that gives rise

to chromothripsis in cancer is not known and it is not clear when,

where, and how the DNA fragments are rejoined. A proposed

explanation of the localized nature of chromothripsis is the

sequestration of a chromosome (fragment) in a micronucleus

where it is shattered while the rest of the genome remains intact

(Zhang et al., 2015). Micronuclei in cancer cell lines show abnor-

malities in DNA replication, transcription, and nuclear envelope

(NE) structure, and display DNA damage (reviewed in Hatch

and Hetzer, 2015). Importantly, micronuclei show frequent nu-

clear envelope collapse, which could cause the aforementioned

abnormalities (Hatch et al., 2013). Chromothripsis was recently

shown to arise after rupture of micronuclei containing lagging

chromosomes (Zhang et al., 2015). Therefore, a plausible sce-

nario for the origin of chromothripsis involves a lagging chromo-

some (fragment), formation of a micronucleus that undergoes

nuclear envelope collapse, DNA fragmentation due to impaired

DNA replication, and random joining of the DNA fragments
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upon their incorporation into the primary nucleus (Zhang et al.,

2015; Hatch and Hetzer, 2015).

Here, we present data suggesting a telomere-based mecha-

nism for chromothripsis in cancer. Using inducible telomere

crisis in vitro, we document chromothripsis and kataegis in half

of the descendant clones sequenced. Dicentric chromosomes

formed through telomere fusion persisted through mitosis and

cytokinesis to form long chromatin bridges between the

daughter cells. The DNA in the chromatin bridges became

partially single-stranded due to attack by the major cytoplasmic

30 nuclease, TREX1 (DNaseIII) (reviewed in Rice et al., 2015).

TREX1 appeared to gain access to the bridge DNA during tran-

sient nuclear envelope rupture during interphase (NERDI), and

its nucleolytic activity was required for the timely resolution of

the chromatin bridges. After bridge resolution, the partially

ssDNA generated by TREX1 rejoined the primary nuclei. We infer

from sequence analysis of clones emerging from telomere crisis

that the ssDNA is processed by APOBEC3A/B-mediated cyto-

sine deamination (reviewed in Roberts and Gordenin, 2014),

Figure 1. Dicentric Chromosomes Persist

through Anaphase

(A) Immunoblotting for TRF2 and TRF2-DN 48 hr

after dox in the indicated RPE-1 cell lines. Wash-

out: 48 hr after removal of dox.

(B) Example of 53BP1 TIFs (arrows) in T2p1 48 hr

after dox. Red: telomeric FISH; green: IF for

53BP1; blue: DAPI DNA stain.

(C) Quantification of TIFs as shown in (B). Bar

graphs present mean values from three indepen-

dent experiments (> 49 cells each) and SDs.

**p % 0.01, ***; p % 0.001 (Student’s t test).

(D) Metaphases with telomere fusions (arrows) in

the indicated cells 48 hr after dox. Red: DAPI DNA

stain; green: telomeric FISH.

(E) Quantification of telomere fusions as deter-

mined in (D). Data are means and SDs from three

independent experiments (> 5600 telomeres per

cell line per experiment). n.s., not significant;

*p % 0.05 (Student’s t test).

(F) Images of H2B-mCherry marked chromatin at

the indicated time points from T2p1 with and

without induction (+ and -dox) of telomere fusions

with and without blebbistatin. Arrows (+dox im-

ages) highlight positions with absent H2B signals.

See also related Figure S1 and Movie S1.

leading to kataegis, and that the DNA

fragments are joined randomly to

generate the hallmarks of chromothripsis.

RESULTS

An In Vitro Model for Telomere
Crisis
To approximate telomere crisis in vitro, we

generated a derivative of the hTERT ex-

pressing RPE-1 retinal pigment epithelial

cell line in which the Rb and p53 pathways

were disabled with shRNAs to Rb and p21

(see Table S1). To induce the telomere fusions typical of telomere

crisis, we used a dox-inducible dominant negative allele of TRF2

(TRF2-DN), which deprotects telomeres and induces telomere

fusions (van Steensel et al., 1998). As expected, doxycycline

induced the 53BP1-containing telomere dysfunction-induced

foci (TIFs; Takai et al., 2003), which are indicative of TRF2-DN-

induced ATM kinase signaling (Karlseder et al., 1999); impaired

proliferation; and generated metaphases with telomere fusions

(Figures 1A–1E, S1A, and S1B).Whereas the dox-inducible clone

T2cl24 showed infrequent fusions, a pool of TRF2-DNexpressing

cells (T2p1) showed telomere fusions in a large fraction of the

metaphases, allowing cell biological experiments (Figures 1A–

1E, S1B). Despite the frequent telomere fusions, the induced

T2p1 cells formed micronuclei infrequently (Figure S1C).

Dicentric Chromosomes Persist through Mitosis and
Cytokinesis
The behavior of dicentric chromosomes in mitosis was examined

using spinning-disk confocal imaging of H2B-mCherry-marked
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chromatin in induced T2p1 cells, which developed anaphase

bridges in the majority of mitosis (Figure 2B) as expected

since�1% of the 92 telomeres in these cells undergo fusion (Fig-

ure S1B). The images obtained with these cells were similar to

those described by McClintock (McClintock, 1938), showing

apparent cleavage of the chromatin bridges immediately before

or during cytokinesis (Figure 1F, S1DandS1E,Movie S1, panel 1).

Imaging with myrPALM-mTurquoise2 to mark the plasma mem-

brane (Zacharias et al., 2002) showed that the H2B signal was

diminished only at the site of ingression (Figure S1D and S1E,

Movie S1, panel 2), indicating that the disappearance of the H2B

signal was likely due to the cleavage furrow pinching the chro-

matin. Indeed, when ingression was blocked with the actomyosin

inhibitor blebbistatin (Straight et al., 2003), the dicentric chromo-

somes clearly remained intact (0/24 resolution events) (Figure 1F,

Movie S1, panel 1). Thus, as is the case in budding yeast (Haber

et al., 1984; Lopez et al., 2015; Hill and Bloom, 1989), mammalian

dicentric chromosomes can withstand the forces of the mitotic

spindle and do not break before cytokinesis. This result is not un-

expected given that the spindle force (0.5–1.5 nN) is insufficient to

break amitotic chromosome,which canwithstand at least 100 nN

(Houchmandzadeh et al., 1997). Cells with dicentrics did not show

a delay in their progression through mitosis (Figure S1F) although

tubulin remained associatedwith themidbody slightly longer (Fig-

ures S1G and S1H, Movie S1, panel 3).

Dicentric Chromosomes Develop into Long Chromatin
Bridges
To monitor the fate of the dicentric chromosomes after cytoki-

nesis, we captured 108 adjacent fields by spinning-disk confocal

imaging at 10 min intervals for 24–48 hr (Figures S2A and S2B).

Computational joining of the fields (Preibisch et al., 2009)

allowed �1,000 cells to be followed for 2 days (Movie S2). This

‘‘stitching’’ microscopy of H2B-mCherry labeled cells showed

that daughter cells migrated away from each other despite their

connecting chromatin bridge (Figures 2A–2D, Movie S3). The

chromatin bridges, which were detectable with YOYO-1 in fixed

samples (Figure 2C), developed with high frequency and

measured 50–200 mm before breaking (Figures 2B and 2D).

The H2B-mCherry intensity on the bridges appeared diminished

and the IF signals for histones H2A, H2B, and H4 were low (Fig-

ure S2C), suggesting the loss of nucleosomes, perhaps due to

the stretching of the chromatin bridge (Bennink et al., 2001).

The chromatin bridges remained intact for 3–20 hr with a me-

dian persistence time of �9.3 hr (Figure 2E). Bridge resolution

was apparent from a sudden change in morphology, the rapid

movement of bridge remnants toward the primary nuclei, and

the rapid movement of the daughter cells away from each other

(Movie S3). The primary nuclei were often heart-shaped with in-

vaginations opposite from the chromatin bridge, suggesting that

the fused chromosome(s) were pulling at the nuclear envelope

(Figures 2A and 2C; S2D, Movie S3). After bridge resolution, a

small tail of chromatin was observed that shortened and eventu-

ally disappeared, most likely because the nuclear envelope re-

gained its rounded state (Figure S2E). In some cases the bridge

remnant persisted until the next mitosis (see below). The chro-

matin bridges did not appear to give rise to micronuclei (0 out

of >100 events scored).

To determine the timing of bridge resolution relative to the cell

cycle stage of the connected cells, we examined mTurquoise2-

RPA70 patterns in the primary nuclei. At the time of bridge

rupture, most primary nuclei had diffusely distributed RPA, indi-

cating that they were not yet in S phase. When >90% of the

bridges were resolved at 20 hr, fewer than 20% of the primary

nuclei showed the punctate RPA pattern indicative of S phase

(Figure 2E and S3A–S3C). Therefore, most chromatin bridges

were resolved before DNA replication in the primary nuclei.

EdU labeling showed no signal on the bridge DNA, suggesting

that the chromatin bridges did not undergo aberrant premature

DNA replication (Figure 2F).

Chromatin Bridges Accumulate RPA-Coated ssDNA
Although the chromatin bridges resolved before the primary

nuclei entered S phase, �80% of the bridges contained RPA

before and/or at the time of their resolution (Figures 2G, 2H,

and S3A–S3F). IF for endogenous RPA32 and imaging of

mTurquoise2-RPA70 showed a punctate pattern on the bridges

that developed into bright domains just before resolution (Fig-

ures 2G, 2H, S3A, and S3B, Movie S3, panel 2).

After bridge resolution, the RPA-coated domains became

embedded in the primary nucleus or persisted as short con-

nected tails before joining a daughter nucleus after the next

mitosis (Figures S3C–S3F). Once resolved, the bridge remnants

showed the presence of gH2AX, 53BP1, and Mre11 (Figures

S3G–S3I), indicating chromatinization of the DNA and activation

of the DNA damage response.

RPA-coated chromatin bridges were also observed after dele-

tion of the shelterin protein TIN2 from mouse cells (Takai et al.,

2011). Furthermore, RPA accumulated on chromatin bridges

induced by TRF2-DN in the HTC75-T4 cell line, which is derived

from the human HT1080 fibrosarcoma cell line (Figures S4A–

S4C) (van Steensel et al., 1998). Finally, RPA was present on

chromatin bridges resulting from lagging chromosomes induced

by either inhibition of theMps1 kinase (Santaguida et al., 2010) or

treatment with nocodazole (Figures S4D–S4G), suggesting that

the formation of ssDNA is not a peculiarity of chromatin bridges

formed by dicentrics resulting from telomere fusions.

Chromatin Bridges Have an Altered Nuclear Envelope
IF for the transmembrane nuclear envelope protein LAP2 showed

that thechromatinbridgesweresurroundedbyNE (Figures3Aand

B). Similarly, BAF1, which binds chromatin and helps assemble

the nuclear lamina, was detectable on the chromatin bridges (Fig-

ure S4F). In contrast, IF for Lamins A/C andB1; nuclear pore com-

plexes (NPCs) (detected bymAb414 and a-TPR); and the NE pro-

teins SUN1, SUN2, andMAD1suggested thatwhile the chromatin

bridgescontainedanNE, its compositionwasaltered (Figures3C–

3F and S4F). Specifically, the intensity of Lamin A/C and Lamin B1

staininggradually diminished as the bridges extendedand several

NE components (e.g., NPCs, SUN1/2, and MAD1) were not

detectable (Figures 3C–3F and S4F). Interestingly, Lamin B1 was

also depleted from the NE of the primary nuclei (Figure 3E).

Cells with Chromatin Bridges Undergo NERDI
Some of the cells with chromatin bridges appeared to transiently

lose RPA from one of the primary nuclei with a concomitant
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Figure 2. Dicentric Chromosomes form RPA-Containing Chromatin Bridges

(A) Images of chromatin from live-cell imaging of T2p1+H2B-mCherry treated with dox. Time points as indicated. NEBD: Nuclear envelope breakdown. Anaphase

is shown in enlarged inset. The bridge resolves �5.5 hr after anaphase. The images of the two daughter nuclei are enlarged on the right.

(B) Quantification of chromatin bridge induction derived from movies as in (A). Bar graphs represent the means and SDs of three independent experiments (> 50

cell divisions per experiment). n.s., not significant; **p % 0.01 (Student’s t test).

(C) Chromatin bridges with YOYO-1 DNA stain. Scale bar, 10 mm.

(D) Quantification of chromatin bridge length at resolution. Data derived from movies as in (A).

(E) Measurements of the timing of chromatin bridge resolution in h after anaphase. Data obtained from movies as in (A) (n = 84 from three independent ex-

periments). Entry into S phase was based on RPA patterns. At 20 hr, �20% of the cells are in S phase.

(F) Two examples of EdU staining (30 min pulse; red) and DAPI stain (green). Note the lack of EdU signal on the chromatin bridges and connected nuclei.

(legend continued on next page)

1644 Cell 163, 1641–1654, December 17, 2015 ª2015 Elsevier Inc.



increase of the RPA signal in the cytoplasm (Figure 2G, asterisk).

This mis-localization of RPA70 could be explained if the cells

experienced NERDI. In micronuclei, NE collapse drives an irre-

versible loss of compartmentalization (Hatch et al., 2013),

whereas in several cancer cell lines, NERDI of the main nucleus

is transient (Vargas et al., 2012). Relevant to the anomalous

Lamin B1 staining observed in nuclei connected by chromatin

bridges (Figure 3E), Lamin B1 depletion exacerbates NERDI

(Vargas et al., 2012).

To assay for NERDI, we used a fusion of three tandem copies

of mTurquoise2 and the nuclear localization signal (NLS) of SV40

large T, which is confined to the nucleus when the NE is intact.

Time-lapse imaging showed that cells with chromatin bridges

had frequent and short-lived (�5 min) NERDI as evidenced by

the appearance of cytoplasmic NLS-3xmTurq2 and its dimin-

ished intensity in the nucleus (Figures 3G and 3H; Movie S4).

After NERDI, the nuclear envelope regained its integrity and re-

tained the NLS-3xmTurq2 marker. Cells that did not contain

TRF2-DN (vp1; Table S1) and non-induced T2p1 cells exhibited

at least one NERDI event in 20% of daughter cell pairs within 6 hr

of anaphase (Figure 3I). This high baseline rate of NERDI is likely

due to p21 and/or Rb inactivation since NERDI was infrequent

(G) Accumulation of RPA on chromatin bridges before their resolution. T2p1+H2B-mCherry+mTurquoise2-RPA70 cells were examined by live-cell imaging. Stills

showing the mTurquoise-RPA70 signal on one chromatin bridge are shown. Enlargements: bridge without and later with RPA70. 80% ± 3% of bridges (mean ±

SD; 102 bridges from 3 independent experiments) contained RPA. Asterisk: apparent NERDI.

(H) IF for RPA32 (red) on fixed cells with a chromatin bridge. DNA stained with YOYO-1 (green).

See also Figure S2, S3, and S4, and Movies S2 and S3.
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Figure 3. Transient NERDI Is Frequently

Associated with Chromatin Bridges

(A, C, and E) IF for LAP2, Lamin A/C, or Lamin B1 IF

(green) in T2p1 before and 48 hr after induction with

dox. DNA stained with YOYO-1 (red). Arrows:

white, signals present; red, signals undetectable.

Asterisk: loss of Lamin B1 from NE of primary

nucleus.

(B, D, and F) Quantification of LAP2, Lamin A/C,

and Lamin B1 signals on chromatin bridges of

the indicated length classes. Chromatin bridges

were classified as positive if the IF signal was

contiguous across the entire length of the bridge.

Data from > 100 chromatin bridges in two inde-

pendent experiments. Error bars: SEMs.

(G) Example of transient NERDI in cells with a

chromatin bridge. NLS-3xmTurq2 images at the

indicated time points from Movie S4. Bottom: en-

largements of the transient NERDI.

(H) Duration of NERDI. Data obtained from movies

generated with 30 s interval imaging on 10 cells as

in (G). Error bars, SEMs.

(I) Quantification of the frequency of NERDI events

occurring in at least one of the two daughter

cells within 6 hr of anaphase before and after in-

duction with dox. NERDI was assessed as in (G)

but at 5 min intervals over 8 hr after anaphase. For

the +dox samples, only cells with chromatin

bridges were scored. Data from at least two ex-

periments with > 40 anaphases each. *p % 0.05;

***p % 0.001 (one-way ANOVA with Tukey’s

correction for multiple comparisons). Error bars,

SEMs.

(J) IF of RPA32 (green) with mCherry-Lamin B1

(red) and YOYO-1 stained DNA (blue) in cells with

and without Lamin B1 overexpression. Arrows

mark chromatin bridges. Note absence of RPA32

on the chromatin bridge in mCherry-Lamin B1 ex-

pressing cells. Numbers to the right show quanti-

fication (means ± SEMs) from > 40 chromatin

bridges from two independent experiments.

p value from Student’s t test.

See also Figure S4 and Movie S4.
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in the parental RPE1-hTERT cells (Figure 3I). Importantly,

NERDI frequency increased to nearly 60% in dox-induced

T2p1 daughter cells with chromatin bridges (Figure 3I). NERDI

usually occurred in one of the two connected nuclei. Because

NERDI can be induced by Lamin B1 depletion (Vargas et al.,

2012), we tested whether Lamin B1 or LAP2b overexpression

could repress the nuclear envelope rupture in induced Tp21 cells

(Figure 3I). Overexpression of both proteins diminished the fre-

quency of NERDI (Figure 3I). Lamin B1 overexpression strongly

diminished RPA accumulation on chromatin bridges suggesting

that the formation of ssDNA on chromatin bridges depended on

NERDI (Figure 3J). We conclude that telomere dysfunction in this

cell system induces a significant increase in NERDI. As a result,

at least one of the two cells connected by a chromatin bridge is

likely to experience a NERDI event within the time period preced-

ing bridge resolution.

Figure 4. TREX1 Generates ssDNA in Chro-

matin Bridges and Promotes Resolution

(A) IF for TREX1 (white) on Tp21 cells with and

without dox.

(B) Images from live-cell imaging of mTurq2-

TREX1-D18N on a chromatin bridge (Movie S5).

(C) Quantification of TREX1 positive chromatin

bridges of the indicated length classes. Positively

scored chromatin bridges had at least five TREX1

foci. Data from three independent experiments

with 100 chromatin bridges each.

(D) IF for TREX1 (green) in T2p1 cells with intact

(NLS-3xTurq+; arrows) and disrupted (NLS-

3xTurq-; arrowhead) micronuclei induced with

monastrol.

(E) Quantification of TREX1 positive micronuclei as

in (D). Over 300 micronuclei were analyzed from

three independent experiments. ****p % 0.0001

(Student’s t test). Error bars, SEMs.

(F) Immunoblotting for endogenous TREX1 and

exogenous wild-type and mutant TREX1 (FLAG)

in the indicated cell lines. Par: parental T2p1+

H2B-mCherry+mTurq2-RPA70 cells. Cl.2.2 and

cl.2.25: TREX1 CRISPR KO clones. Arrowheads:

full-length FLAG-TREX1. Asterisks: degradation

products.

(G) Examples of the RPA32 IF in cells as in (F).

(H) Quantification of the RPA32 IF intensity on

chromatin bridges in cells as in (F). Data were

obtained from 55 chromatin bridges from three

independent experiments. Bars indicate SDs.

**p % 0.01 (Student’s t test).

(I) Timing of chromatin bridge resolution after

anaphase in the indicated cell lines. See legend to

Figure 2E.

See also related Figure S4 and S5 and Movie S5.

Chromatin Bridge DNA Is
Processed by the Cytoplasmic 30

Exonuclease TREX1
Although we initially queried nuclear nu-

cleases, the frequent NERDI suggested

that a cytoplasmic nuclease might attack

the chromatin bridges to generate

ssDNA. IF showed that the major cyto-

plasmic 30 exonuclease TREX1 was present on the chromatin

bridges in cells undergoing telomere crisis, whereas TREX1

was only observed in the cytoplasm of control cells (Figure 4A).

TREX1 also localized to chromatin bridges induced by telomere

dysfunction in the HTC75-T4 cell line and to chromatin bridges

formed by lagging chromosomes induced by nocodazole (Fig-

ures S4A and S4G). IF analysis and imaging of the inactive

mTurq2-tagged TREX1-D18N (Lehtinen et al., 2008) indicated

that this nuclease often appears on the chromatin bridges before

their rupture (Figures 4B and 4C, Movie S5). IF for TREX1 in

micronuclei induced by monastrol also showed TREX1 accumu-

lation specifically in micronuclei that had undergone NE rupture

(Figures 4D and 4E).

To test the role of TREX1 in the generation of ssDNA, we used

CRISPR/Cas9 to derive TREX1 KO subclones from the T2p1

telomere crisis cell line (Figures S5A and S5B). Loss of TREX1
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was demonstrated by immunoblotting and IF (Figure 4F, S5C,

and S5D), and sequence analysis revealed bi-allelic CRISPR

gene editing (Figure S5E). The TREX1 KO cell lines showed

normal proliferation and, after induction of TRF2-DN, displayed

the expected reduced proliferation and chromatin bridges (Fig-

ures S5F and S5G). Importantly, IF showed a nearly complete

abrogation of the accumulation of RPA on the chromatin bridges

in the TREX1 KO cells (Figures 4G and 4H). This absence of RPA

accumulation could be reversed by reintroduction of wild-type

TREX1, whereas the inactive TREX1-D18N did not have this ef-

fect (Figures 4F–4H). Consistent with a previous report (Lehtinen

et al., 2008), TREX1-D18N had a dominant-negative effect in the

TREX1-proficient parental cell line, significantly reducing the

appearance of RPA on the chromatin bridges (Figures 4F–4H).

In contrast, overexpression of the wild-type allele in the parental

Tp21 cell line slightly increased the accumulation of RPA on the

chromatin bridges. As a control, we confirmed that TREX1 defi-

ciency did not diminish RPA foci formed during replication stress

(Figures S5H and S5I).

TREX1 deletion from the HTC75-T4 cell line also strongly

diminished RPA accumulation on chromatin bridges (Figures

S4B and S4C). Furthermore, chromatin bridges resulting from

lagging chromosomes induced by Mps1 kinase inhibition failed

to accumulate RPA when TREX1 was absent (Figures S4D–

S4F). Thus, TREX1 deficiency generally affects the formation of

RPA-containing ssDNA in chromatin bridges.

Cells lacking TREX1 showed a significant delay in the resolu-

tion of chromatin bridges (Figure 4I). At 20 hr post-anaphase,

only 15% of the chromatin bridges in the TREX1-proficient cells

remained, whereas more than 40% of the bridges of the TREX1

KO cell line were still intact. The timing of bridge resolution was

restored by wild-type TREX1, but not by TREX1-D18N. TREX1-

independent mechanisms also contribute to the resolution of

the chromatin bridges, since resolution was not abrogated by

TREX1 deficiency.

Frequent Chromothripsis in Post-crisis Clones
To determine the genetic alterations induced by telomere crisis,

we isolated post-crisis subclones of T2p1 and T2cl24. Clones

were karyotyped to exclude those that had escaped the telo-

mere dysfunction (Figure S6 and Table S2). Clones with aneu-

ploidy and/or marker chromosomes were analyzed by telomere

fusion PCR to confirm the presence of telomere fusion (Fig-

ure S6C). Ten such post-crisis clones were selected for

sequence analysis, as were the parental T2p1, one post-crisis

subclone with the parental karyotype (24.2), and seven control

subclones derived from uninduced T2p1 cells. We performed

whole-genome sequencing on all 19 lines, comparing post-crisis

whole-genome sequencing data with that from the parental

lines, in order to identify mutations acquired during telomere

crisis. None of the subclones derived from the uninduced T2p1

cells showed genomic alterations.

Strikingly, five of ten post-telomere crisis lines showed clus-

ters of genomic rearrangements affecting one or more chromo-

somes (Figures 5 and S7A). These rearrangements exhibited

the hallmarks of chromothripsis, including spatial clustering,

randomness of fragment orientation and oscillating copy-num-

ber states (Figures 5A, 5B, and S7A) (Korbel and Campbell,

2013). In several examples, the rearrangements were near

telomeres and associated with terminal deletions of the chromo-

some, consistent with products of telomere fusion. Chromothrip-

sis events that are more internal in the chromosomes can also

result from telomere fusions since the genomic region in the

bridge could be far from the telomere depending on the structure

of the dicentric. Sometimes the clustered rearrangements

affected one chromosome, sometimes two or three, as has

been observed in cancers (Stephens et al., 2011). Importantly,

chromothripsis never involved whole chromosomes but rather

was localized to specific regions that presumably resided in

the chromatin bridge. Consistent with these results, chromo-

thripsis was recently reported in cells that were subjected to

TRF2 inhibition and an Mps1 kinase inhibitor (Mardin et al.,

2015).

The oscillations of copy number in regions of apparent chro-

mothripsis often sampled three copy-number states. Such a

scenario can arise either from a chromothripsis event simulta-

neously affecting two copies of the same genomic region or

from a subsequent duplication of part of a chromothripsis chro-

mosome. These two possibilities can be distinguished by the

patterns of copy-number changes across breakpoints in the re-

gion (Li et al., 2014). In all examples observed here, the patterns

of copy number and rearrangements implied that two copies of

the affected genomic regions were simultaneously subjected

to the catastrophic shattering and repair of chromothripsis (Fig-

ures 5 and S7). Two copies could derive from the end-to-end

fusion of sister chromatids that form the chromatin bridge.

Kataegis Accompanies Chromothripsis
The recruitment of RPA suggested that chromatin bridges

contain extensive ssDNA. As ssDNA represents one of the target

substrates for APOBEC enzymes, we hypothesized that the re-

gions caught up in the chromatin bridge would show clusters

of point mutations, known as kataegis, analogous to those

seen in cancers (Nik-Zainal et al., 2012a; Nik-Zainal et al.,

2012b; Roberts et al., 2012).

We observed 29 clusters of point mutations from seven of the

ten post-crisis samples sequenced here that were absent from

the parental cell lines. These clusters exhibited the cardinal fea-

tures of kataegis observed in human cancers. First, clusters were

often foundwithin a kilobase or two of genomic breakpoints (Fig-

ures 6A–6D). Thesewere predominantly in association with chro-

mothripsis rearrangements, although occasional clusters were

also found near simpler structural variants (Figure 6C). Second,

the clusters exhibited a pronounced preference for C>T and

C>G mutations occurring in a TpC context (Figures 6E and 6F),

the classic signature of APOBEC3A/B activity (Roberts et al.,

2013; Burns et al., 2013a; Burns et al., 2013b; reviewed in Rob-

erts andGordenin, 2014). Third, themutation clusters were proc-

essive, indicative of the damage occurring on a single strand of

DNA (Figures 6A and 6B).

DISCUSSION

The findings reported here suggest that chromothripsis and

kataegis can arise as a consequence of telomere crisis in the

early stages of human tumorigenesis (Figure 7). The dicentric
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chromosomes formed in telomerecrisisdeveloped into longchro-

matin bridges that connect the two primary nuclei until the bridge

breaks.Three important events incellswithchromatinbridgescan

explain the observed chromothripsis and kataegis. First, one of

the connected primary nuclei undergoes NERDI that allows entry

of the cytoplasmic 30 exonuclease TREX1. Second, TREX1gener-
ates extensive ssDNA in the chromatin bridges. Third, TREX1-

mediated processing contributes to the resolution of the bridge,

leaving two bridge DNA remnants that each join their primary nu-

cleus. Subsequent repair of the bridge remnant DNA results in

random joining of DNA segments typical of chromothripsis. In

addition, APOBEC-derived hypermutation is prominent at the

boundaries of the rearranged sequences. Since APOBEC en-

zymes act on ssDNA, the observed kataegis is consistent with

the extensive single-stranded nature of the bridge remnants.

Complex clusters of structural variants have been observed in

many cancer genomes. Chromothripsis is an extreme example

of such clusters, with tens to hundreds of genomic rearrange-

ments affecting one or a few chromosomes or chromosome re-

gions. Especially high rates have been observed in sarcomas,

esophageal cancers, and neuroblastomas (Nones et al., 2014;

Stephens et al., 2011; Garsed et al., 2014; Mehine et al., 2013),

and there appears to be an association with telomere crisis,

especially BFB cycles (Li et al., 2014). Our study strengthens

this association, suggesting that one of the routes to the chromo-

some damage that precipitates chromothripsis could be chro-

matin bridges formed by dicentric chromosomes.

While this study suggests that telomere crisis can precipitate

chromothripsis events in cancer, many mechanistic questions

remain. These issues are briefly discussed below.

Formation of Extended Chromatin Bridges
Chromatin bridges have been documented and observed

numerous times upon induction of telomere fusions in a wide va-

riety of cell lines, but their significance, duration, and eventual

fate had not been determined. In all cases, the chromatin bridges

were observed in adherent tissue culture cells. We do not know

whether chromatin bridges also develop if cells are grown in soft

agar or indeed if such bridgeswould occur when incipient cancer

cells undergo telomere crisis in vivo. Presumably, cell migration

is not limited to tissue culture settings and takes place in the

mass of cells that eventually gives rise to overt cancer. Cell

motility is well documented in wound healing and is promoted

by the epithelial-mesenchymal transition (EMT) in cancers of

epithelial origin (Scheel and Weinberg, 2012). Furthermore,

modeling suggests that cell migration is an important contributor

to cancer development (Waclaw et al., 2015).

NERDI in Cells with Chromatin Bridges
In cells with chromatin bridges, NERDI is more frequent and

occurs sooner after anaphase. What is the mechanism by which

chromatin bridges induce NERDI? One possibility is that the long

bridges simply deplete critical NE components (e.g., Lamin B1,

Lamin A/C) from the primary nuclei, thus inducing the transient

failure in compartmentalization. A second possibility is that the

stretching of the bridge exerts mechanical forces on the primary

nuclei that overwhelm the resilience of the NE. Indeed, the shape

of many of the primary nuclei suggests that considerable pulling

forces are exerted by the chromosome(s) in the bridge, but

further work is required to understand the exact mechanism by

which NERDI occurs. The attachment of human chromosomes

to the nuclear lamins (Guelen et al., 2008) could play a role in

generating the observed distortions and contribute to NERDI

induction.

Preferential TREX1 Action on Bridge DNA
Why does TREX1 accumulate on the bridge and attack the

bridge DNA rather than affecting the chromatin of the primary nu-

cleus undergoing NERDI? One explanation could be that the

bridge DNA is in a non-canonical chromatin state. It is possible

that the pulling force of the migrating daughter cells results in

loss of nucleosomes from the chromatin in the bridge (reviewed

in Chien and van Noort, 2009). This mechanical nucleosome

removal is consistent with the diminished staining for histones

on the chromatin bridges. If TREX1 preferentially binds naked

dsDNA, it would be expected to accumulate more on the non-

nucleosomal bridge DNA than on the chromatin in the primary

nucleus. Indeed, TREX1 degrades naked DNA much faster

than nucleosomal DNA (Chowdhury et al., 2006), but whether

this effect is due a higher affinity for naked DNA is not known.

Since TREX1 is a 30 exonuclease, it will require nicked DNA

substrates for the generation of ssDNA. Indeed, TUNEL staining

has previously shown free 30 ends on a chromatin bridge (Gis-

selsson et al., 2001). The nicks in the bridge DNA could originate

from RNaseH2-mediated removal of misincorporated ribonucle-

otides (Reijns et al., 2012). Another possibility is that the TREX1-

associated endonuclease NM23-H1 generates the 30 ends used

by the exonuclease (Chowdhury et al., 2006). So far, we have

failed to detect NM23-H1 on the chromatin bridges but its abun-

dance there may simply be too low for detection.

Bridge Resolution
Bridge resolution is strongly correlated with a sudden increase in

RPA staining, suggesting that the formation of ssDNA is a critical

step. In the absence of TREX1, no or very low amounts of RPA

Figure 5. Chromothripsis and Kataegis in Post-Crisis Clones 24-141 and X-25

(A) Chromothripsis and rainfall plot of sample 24-141 involving chromosomes 7 and 12.

(B) Chromothripsis and rainfall plot of sample X-25 involving chromosomes 4, 13 and X. The unbalanced rearrangements involving chromosomes 8 and 12 may

have taken place together with the chromothripsis event. In (A) and (B), top: the arcs represent the two ends of rearrangements. Arcs are grouped from top to

bottom by the type of rearrangement orientation as follows: deletion (D; +-); tandem duplication (TD; -+); tail-tail (TT; ++); head-head (HH;–). Middle: estimated

copy number over genomic windows. The variant allele frequency (VAF) track is shown below the copy-number track. Inferred copy-number segments are shown

below the VAF track. Bottom: amount of copy-number change between copy-number segments. Chromothripsis after a duplication will yield three copy-number

states with copy-number steps of +1 or –1. Duplication after chromothripsis will yield some copy-number steps of +2 or –2. Filled circles: positions of point

mutations colored by mutation type. The y axis shows the distance of each mutation to the next on the same chromosome, with the respective axis on the right-

hand side of the graph. Red arrows: kataegis clusters.

See also related Figure S6 and S7.

Cell 163, 1641–1654, December 17, 2015 ª2015 Elsevier Inc. 1649



Figure 6. Mutational Patterns of Kataegis in Post-Crisis Clones

(A) A chromothripsis-associated kataegis in sample 24-141 on chromosome 7.

(B) A kataegis event in sample X-25 on chromosome X. This kataegis event took place on a chromosome with evidence for chromothripsis, but the re-

arrangements associated with the kataegis event do not appear to be part of the chromothripsis (Figure 5B). For both (A) and (B), the top panel shows raw read

coverage of the region. The horizontal arrows indicate the positions of rearrangements. The two horizontal lines in the middle panel represent the forward and

reverse strands. The pyrimidine strands of the mutations called are indicated by their placement on one of the two strands. Mutations are colored by mutation

type. The bottom panel magnifies the mutation cluster regions and shows mutation contexts.

(C) The number of kataegis events grouped by their association with rearrangements as follows. From top to bottom: kataegis events within 10 kb of a chro-

mothripsis rearrangement; kataegis events on a chromothripsis chromosome within 10 kb of a non-chromothripsis rearrangement; kataegis events on a

(legend continued on next page)

1650 Cell 163, 1641–1654, December 17, 2015 ª2015 Elsevier Inc.



are detected on the chromatin bridges. The residual RPA stain-

ing could be due to another nuclease or could be due to the

over-stretching of the DNA, which can lead to RPA-coated dena-

tured DNA in vitro (van Mameren et al., 2009). Although TREX1 is

not solely responsible for bridge resolution, it significantly en-

hances the resolution of the bridges. We imagine that resolution

occurs when two TREX1 30 exonucleases acting on the Watson

and Crick strands meet.

CONCLUSIONS

Telomere crisis has previously been shown to give rise to

aneuploidy, non-reciprocal translocations, and whole-genome

reduplication (Artandi et al., 2000; Davoli and de Lange, 2012;

Davoli et al., 2010). The data presented here suggest that

chromothripsis and kataegis can be added to the list of can-

cer-relevant genome alterations that could be the consequence

of telomere crisis. It will therefore be of interest to develop better

tools to detect telomere crisis in the early stages of cancer.

Methods to detect telomere crisis in pre-cancerous lesions

may have predictive power with regard to disease progression

and outcome.

EXPERIMENTAL PROCEDURES

Additional experimental procedures are available in Supplemental Information.

Cell Culture Procedures and Plasmids

RPE1-hTERT and Phoenix cells from the American Type Culture Collection

(ATCC) were cultured as described by the ATCC. Drug treatments, retroviral

chromothripsis chromosome with no rearrangements within 10 kb; kataegis events on a non-chromothripsis chromosome within 10 kb of a rearrangement; and

kataegis events on non-chromothripsis chromosome with no rearrangements within 10 kb.

(D) The distance of each of the 31 detected kataegis events to their nearest respective rearrangement breakpoint.

(E) The frequency distribution of mutation types in the detected kataegis clusters.

(F) The nucleotide context around the mutated cytosine grouped by cytosine mutation type. The relative positions shown are on the pyrimidine (cytosine) strand.

The Y-axes show the fraction of each nucleotide on the pyrimidine strand.

See also related Figure S7.

Figure 7. The Fate of Dicentric Chromo-

somes Formed in Telomere Crisis

Telomere fusions in telomere crisis give rise to

anaphase bridges that persist and develop into

chromatin bridges. Cells with chromatin bridges

undergo frequent NERDI and TREX1 accumulates

on the chromatin bridge. TREX1 generates RPA-

marked ssDNA in the chromatin bridge before their

resolution. The RPA marked bridge remnants

eventually join the primary nucleus where DNA

repair and APOBEC3A/B editing are inferred to

take place. Clonal descendants derived from

telomere crisis cells show chromothripsis and

kataegis.

transduction, and cell cloning were performed

using standard conditions (see Supplemental

Experimental Procedures). CRISPR/Cas9 knock-

outs were generated with sgTREX1-2, 50-GAGC

CCCCCCACCTCTC-(PAM)-30 using the gRNA

cloning vector (Addgene) and co-transfection

with an hCas9 plasmid (Addgene) by nucleofection

(Lonza apparatus). Clones were isolated by limiting dilution, screened for

TREX1 deletion by immunoblotting, and sequenced.

Immunoblotting and Immunofluorescence

Immunoblotting and IF were performed using standard protocols. Cells were

incubated with EdU for 30 min prior to PFA fixation and EdU detection with

a Click-iT EdU Alexa Fluor 647 imaging kit (Life Technologies).

Live-Cell Imaging

Cells were plated onto 35 mm glass bottom dishes (MatTek) 48 hr before im-

aging. One hour before imaging, the media was replaced with phenol red-free

DMEM/F12 medium. Live-cell imaging was performed at 37�C and 5% CO2

using a CellVoyager CV1000 spinning-disk confocal system (Yokogawa,

Olympus) equipped with 445, 488, and 561 nm lasers, a Hamamatsu 512 3

512 EMCCD camera, and pinhole size of 50 mm. Details of image acquisition,

processing, and quantification are given in the Supplemental Information.

Telomere Fusion PCR and Karyotypic Analysis

PCR for telomeric fusions and metaphase telomere fusion assays were per-

formed essentially as described (Letsolo et al., 2010; Capper et al., 2007). Kar-

yotypes were determined using standard protocols.

X-ten Sequencing and Mapping

Genomic DNA sequencing libraries were synthesized on robots and cluster

generation and sequencing were performed using the manufacturer pipelines.

Average sequence coverage across the samples was 33.3x (range, 27.4–

35.9x). Mapping to genome build hs37d5 was performed using the BWA algo-

rithm (BWA mem 0.7.8 (Li and Durbin, 2010)).

Copy-Number Analysis

The reference genome divided into windows of equivalent read numbers

(Campbell et al., 2008; Li et al., 2009) was used to extract reads with amapping

quality of at least 35 and the following flags: Properly paired; non-secondary;
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QC-pass; non-duplicate; non-supplementary. Reads overlapping with each

window were counted using BEDTools (Quinlan, 2014) and copy numbers

were inferred from read depth data (Li et al., 2014).

Rearrangement Calling and Chromothripsis

Clusters of abnormally paired read pairs were identified from the merged

sequence data using an in-house algorithm ‘‘Brass.’’ Raw rearrangement

calls supported by clusters of abnormally mapped read pairs were called

if the clusters were formed of at least four read pairs all from the same

sample. For X-37, which yielded noisier data, at least six read pairs were

required. The raw rearrangements were filtered as described previously (Li

et al., 2014).

Mutation Calling and Kataegis

Point mutations were called using an in-house algorithm ‘‘Caveman’’ as before

(Nik-Zainal et al., 2012a) with RPE-1/Rbsh/p21sh/rtTA (Table S1) as reference.

Rawmutations filtering is described in the Supplemental Information. Kataegis

mutation clusters were detected using visual inspection based on the criteria

of short inter-mutation distance (generally <2 kb) between cytosine mutations

that were processive and enriched with TpC context.
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SUMMARY

DNA double-strand break repair by homologous
recombination is initiated by the formation of 30 sin-
gle-stranded DNA (ssDNA) overhangs by a process
termed end resection. Although much focus has
been given to the decision to initiate resection, little
is known of the mechanisms that regulate the
ongoing formation of ssDNA tails. Here we report
that DNA helicase B (HELB) underpins a feedback
inhibition mechanism that curtails resection. HELB
is recruited to ssDNA by interacting with RPA and
uses its 50-30 ssDNA translocase activity to inhibit
EXO1 and BLM-DNA2, the nucleases catalyzing
resection. HELB acts independently of 53BP1 and is
exported from thenucleus as cells approachSphase,
concomitant with the upregulation of resection.
Consistent with its role as a resection antagonist,
loss of HELB results in PARP inhibitor resistance
in BRCA1-deficient tumor cells. We conclude that
mammalianDNAend resection triggers its own inhibi-
tion via the recruitment of HELB.

INTRODUCTION

The maintenance of genomic integrity necessitates a profound

integration of DNA repair with the cell division cycle (Chapman

et al., 2012; Symington and Gautier, 2011). In particular,

the fidelity of DNA double-strand break (DSB) repair by homol-

ogous recombination (HR) depends on the presence of a sister

chromatid produced by DNA replication, as it provides an ideal

template for the HR reaction (Jasin and Rothstein, 2013).

HR is thus suppressed during G1 and is activated as cells

enter S phase (Orthwein et al., 2015). Cells remain HR compe-

tent until they enter mitosis, a period during which DSB repair

is suppressed for the benefit of accurate chromosome segre-

gation (Orthwein et al., 2014).

The regulation of HR by the cell cycle depends in large part on

the regulation of DNA end resection, as it is the initiating step in

HR (Ferretti et al., 2013). Cyclin-dependent kinases (CDKs),

which drive cell-cycle progression, provide a ‘‘go’’ signal for

resection through the activation of various DNA end resection

factors such as CtIP (Huertas and Jackson, 2009; Polato et al.,

2014; Yun and Hiom, 2009), Dna2 (in yeast) (Chen et al., 2011),

EXO1 (Tomimatsu et al., 2014), and NBS1 (Falck et al., 2012;

Ferretti et al., 2013).

CDKs must also provide a one-two punch in favor of end

resection by simultaneously relieving the inhibitory mechanisms

that actively suppress resection in G1. One mechanism antago-

nized by CDKs is the end protection pathway controlled by

53BP1 and its interacting proteins RIF1 and PTIP (Bothmer

et al., 2010; Callen et al., 2013; Chapman et al., 2013; Di Virgilio

et al., 2013; Escribano-Dı́az et al., 2013; Feng et al., 2013; Zim-

mermann et al., 2013). REV7 (also known as MAD2L2) is also a

participant in this pathway, acting downstream of RIF1 (Boersma

et al., 2015; Xu et al., 2015). In G1, 53BP1 accumulates on the

chromatin surrounding DSB sites, where it recruits RIF1 to block

the accumulation of BRCA1, a positive regulator of resection

(Chapman et al., 2012; Panier andDurocher, 2013). As cells enter

S phase, CDKs promote the interaction of CtIP with BRCA1,

resulting in the inhibition of RIF1 accumulation at DSB sites

(Chapman et al., 2013; Escribano-Dı́az et al., 2013).

It seems unlikely that the antagonism of end protection by

CDKs is the only inhibitory mechanism that must be relieved to

trigger long-range end resection. One under-explored avenue

is the process of resection itself. As noted by Symington and

Gautier (2011), it is unknownwhethermechanisms exist to curtail

end resection after it is launched, but we surmised that such pro-

cesses would represent an effective way to modulate resection.

We reasoned that a negative-feedback pathway underpinned by

RPA would be an especially attractive means to control the for-

mation of single-stranded DNA (ssDNA), because the accumula-

tion of RPA at resected DSB sites correlates with end resection
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(Figure 1A). Here we report that the ATP-dependent motor HELB

is recruited to resected DNA ends by RPA to inhibit EXO1- and

BLM-DNA2-dependent end resection in human andmouse cells.

This mechanism operates independently of 53BP1 and is influ-

enced by the rise of CDK activity as cells approach S phase.

Indeed, HELB is exported from the nucleus in a CDK2-depen-

dent manner as cells approach and progress through S phase,

causing a drop in the nuclear concentration of HELB that we

propose stimulates long-range resection. In line with a role as

an inhibitor of resection, loss of HELB partially restores HR in

BRCA1-deficient mammary tumor cells and causes resistance

to poly(ADP-ribose) polymerase (PARP) inhibition in cell and

allograft models.

RESULTS

HELB Is an RPA-Interacting Protein that Limits
Resection in Human Cells
To identify RPA-dependent resection inhibitors, we sought to

identify RPA-interacting proteins and then mine them for nega-

tive regulators of end resection. We carried out immunoprecipi-

tations (IPs) of all three RPA subunits, followed by mass spec-

trometry (MS). Briefly, each RPA subunit was tagged with the

Flag epitope, and stable human embryonic kidney 293

(HEK293)-derived cell lines were generated using the Flp-In/

T-REx system. Twelve IP-MS experiments were carried out

(three biological replicates for each RPA subunit and control

cell lines) using extracts of cells treated with neocarzinostatin

(NCS), a radiomimetic drug. The proteins were identified by

MASCOT and then subjected to SAINT analysis (Choi et al.,

2011) to identify high-confidence interactors (Figure 1B).

Twenty-six proteins were found to interact with two or all three

RPA subunits (Table S4), and this list comprised known RPA

interactors such as DNA polymerase a (POLA1/2, PRIM1/2),

the Werner syndrome helicase, and the UNG glycosylase. We

also identified previously unrecognized RPA interactors such

as ETAA1 and ZUFSP (Figure 1B).

Next, small interfering RNA (siRNA) pools targeting 20 of the

26 RPA interactors (Table S1) were screened in two orthogonal

assays that are responsive to changes in end resection. First,

we monitored the formation of pRPA2 S4/S8 foci following

NCS treatment, using high-content microscopy (Figure S1A).

RPA2 S4/S8 phosphorylation occurs when RPA is bound to

ssDNA at DSB sites (Marechal and Zou, 2014). RPA phosphory-

lation was assessed in a U2OS cell line carrying the FUCCI cell-

cycle reporter (Sakaue-Sawano et al., 2008), which enabled us to

restrict our analysis to S/G2-phase cells. In a second assay, we

assessed DSB repair by HR using the direct repeat (DR)-GFP re-

porter (Pierce et al., 1999). As controls, along with a non-target-

ing siRNA, we used siRNAs against CtIP and RIF1 whose knock-

down cause lower and higher levels of resection, respectively.

When the average of two biological replicates was analyzed,

three siRNA pools led to increases in both assays that were

equal or superior to those seen with the depletion of RIF1 (Fig-

ure 1C; Table S1). Those three siRNA pools targeted BRIP1,

CHTF18, and HELB.

Since BRIP1 promotes HR (Litman et al., 2005), the pheno-

type observed was likely due to an siRNA off-target effect, and

BRIP1 was not pursued further. Of the remaining two candi-

dates, we focused on HELB because its function in genome

maintenance is poorly understood. As a third assay, we as-

sessed whether HELB depletion affected DSB repair by single-

strand annealing (SSA) using the strand annealing (SA)-GFP

reporter (Stark et al., 2004). SSA occurs when end resection re-

veals complementary DNA sequences that are annealed and

processed to generate interstitial deletions. Because it is a

RAD51-independent process, conditions that increase both

SSA and gene conversion (as in the DR-GFP assay) are indica-

tive of increased resection (Stark et al., 2004). We found that

the siRNA pool and two of four individual siRNAs targeting

HELB efficiently depleted the protein and resulted in increased

SSA by 2-fold or more (Figures 1D and S1B). We then generated

a HELB expression vector that produces an mRNA resistant to

siRNA #2 and confirmed that the increase in gene conversion im-

parted by HELB depletion could be rescued by reintroduction of

HELB (Figure 1E). Together, these results suggest that HELB

depletion causes an increase in resection. In support of this

possibility, RPA2 S4/S8 phosphorylation by immunoblotting

(Figures 1F and S1D) and RPA focus formation in response to

NCS treatment (Figure S1C) were both increased by HELB

depletion, consistent with increased resection.

RPA Recruits HELB to DSB Sites
HELB, schematically depicted in Figure 2A, is a helicase of the

SF1b family that translocates on ssDNA in the 50-30 direction
(Singleton et al., 2007; Taneja et al., 2002). HELB binds to RPA

directly (Guler et al., 2012) but a clear biological function for

HELB remains unknown, although it has been proposed to

Figure 1. HELB Restricts End Resection in Human Cells

(A) Model of a putative RPA-dependent negative-feedback mechanism that restrains resection.

(B) Visualization of the interactions of each of the RPA subunits and HELB. The interaction list for each of the baits is displayed as a dot plot summarizing the data.

The relative abundance is determined by the size of the circle and the spectral counts by the shade of purple within the circle, and the outer line represents the

false discovery rate (FDR) (high confidence is FDR % 1%, medium confidence is FDR % 5%, low confidence is FDR > 5%).

(C) High-confidence RPA interactors found by IP-MS (Table S1) were screened in assays that monitored pRPA2 S4/S8 foci (y axis) and HR via the DR-GFP assay

(x axis). The results of each assay were normalized to the non-targeting siRNA (siCTRL). Each point represents the mean of two replicates for each assay.

(D) SSA frequency, as determined by the SA-GFP assay in U2OS cells transfected with a non-targeting siRNA (CTRL) or siRNAs targeting the indicated proteins.

Data are presented as mean ± SEM, n = 3. (p), pooled HELB siRNAs. See also Figure S1B.

(E) HR frequency, as determined by the DR-GFP assay in HeLa cells transfected with non-targeting (siCTRL) or HELB-targeting (siHELB) siRNAs in combination

with empty vector (EV) or siRNA-resistant Flag-HELB (H) vector. Data are presented as mean ± SEM, n = 3. Immunoblots of a representative experiment are

shown under the graph.

(F) U2OS cells were transfected with the indicated siRNAs and treated with NCS (100 ng/ml). At the indicated time points, cells were harvested and extracts were

analyzed by immunoblotting with antibodies against pRPA2 S4/S8 and tubulin. See also Figure S1D.
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Figure 2. RPA Recruits HELB to Sites of DNA Damage

(A) HELB domain organization with important residues indicated for the human protein (equivalent residues in mouse HELB are in brackets).

(B) U2OS cells expressing GFP-HELB were microirradiated with a UVA laser. Four hours after irradiation, cells were fixed and processed for RPA2 immuno-

fluorescence. The outline of the nucleus is also shown. The scale bar represents 10 mm.

(C) U2OS cells expressing GFP-HELB were transfected with non-targeting (siCTRL) or CtIP-targeting (siCtIP) siRNA. Seventy-two hours after transfection, the

cells were laser microirradiated as in (B) and processed for immunofluorescence. The scale bar represents 10 mm. See also Figure S2A.

(D) Quantitation of the fluorescence intensities of RPA2 (left) andGFP-HELB (right) stripes in U2OS cells transfectedwith the indicated siRNA. Each dot represents

a nucleus analyzed. Stripe intensity was normalized to the mean nuclear background intensity in each cell (represented by the dashed gray line). The distributions

were compared using the Mann-Whitney U test.

(E) MEFs were laser microirradiated as in (B). Four hours after irradiation, cells were fixed and processed for endogenous HELB and g-H2AX immunofluores-

cence. The scale bar represents 10 mm.

(legend continued on next page)
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promote DNA replication (Gerhardt et al., 2015; Taneja et al.,

2002) or recovery from DNA replication stress (Guler et al.,

2012). HELB is an ATM/ATR target (Matsuoka et al., 2007) along

with being aCDK substrate (Gu et al., 2004; Spencer et al., 2013).

The identification of HELB-interacting proteins confirmed its

interaction with RPA, RPA-interacting proteins, and CDK com-

plexes (Figure 1B).

HELB accumulates on chromatin in response to genotoxic

stress (Guler et al., 2012). This observation, coupled with the

finding that HELB interacts with RPA, suggests that HELB may

localize to DSB sites by contacting the RPA-ssDNA filament.

Indeed, we observed that GFP-tagged HELB accumulates at

laser microirradiation-induced DSBs in U2OS cells, with a stain-

ing pattern that is coincident with that of RPA and that is depen-

dent on CtIP (Figures 2B–2D and S2A). Endogenous HELB also

accumulates at microirradiation sites in a portion of primary

murine embryonic fibroblasts (MEFs) (Figures 2E and S2B). We

tested whether the recruitment of HELB to DSB sites required

its ATP-dependent motor activity using GFP-HELB harboring

the K481A or E591Q mutations that disrupt the Walker A or B

motif, respectively (Taneja et al., 2002), or its interaction with

RPA using the 3xA (E499A/D506A/D510A) mutant (Guler et al.,

2012). We found that HELB recruitment to DSB sites was depen-

dent on its interaction with RPA but independent of its catalytic

activity (Figures 2F, 2G, S2F, and S2G).

HELB Limits BLM-DNA2- and EXO1-Dependent End
Resection
To further analyze the role of HELB in end resection, we derived

primary and 3T3-immortalizedMEFs frommice carrying a homo-

zygous Helb deletion (Helbtm1(KOMP)Vlcg, which is referred to as

Helb�; Figure S3A). Helb�/� mice are born at a normal

Mendelian ratio (Figures S3B and S3C; Table S2), and are fertile

and phenotypically normal under unchallenged conditions.

Immunoblotting of MEF cell extracts from a Helb+/� 3 Helb+/�

cross confirmed that the knockout allele leads to a complete

loss of HELB (Figure 3A).

Analysis of SSA in wild-type (WT), Helb�/�, and HELB-com-

plemented Helb�/� MEFs using the traffic light reporter (TLR)

system (Kuhar et al., 2014) indicated that HELB is also an SSA

antagonist in mouse cells, consistent with a role as an inhibitor

of DNA end resection (Figures 3B and S3D). However, we did

not observe an increase in RPA phosphorylation following NCS

treatment in Helb�/� MEFs, despite its being detectably

increased in 53bp1�/� cells (Figure S3E). Because this result

was at odds with our SSA data and our results in human

cells, we monitored the formation of ssDNA by quantitating

5-bromo-20-deoxyuridine (BrdU) levels under native conditions

(Figure 3C) to have a more definitive view of resection in

HELB-deficient animals. Using this direct readout of ssDNA for-

mation, we detected a robust increase in resection after NCS

treatment in Helb�/� cells that was similar to that observed in

53bp1�/� cells (Figure 3DE). This increase was not caused by

higher BrdU incorporation in the knockout MEFs (Figure 3D),

nor was it due to a greater induction of DNAdamage as assessed

by the neutral comet assay (Figure S3F) or an altered cell-cycle

distribution (Figure S3G). The increase in ssDNA observed in

Helb�/� cells was dependent entirely on CtIP, indicating that

the ssDNA signal detected was due to end resection (Figure 3F).

Next, we reintroduced untagged mouse HELB in Helb�/�

MEFs using retroviral transduction. The WT protein restored

end resection to the levels seen in Helb+/+ cells, confirming

that loss of HELB increases resection (Figure 3G). We also trans-

duced viruses expressing the catalytically inactive K462A and

E571Q mutants (equivalent to human K481A and E591Q,

respectively), the RPA binding-defective 3xA mutant, and a

mutant based on the structure of RecD2 (Saikrishnan et al.,

2009) that impairs ssDNA binding and helicase activities

(N768A/N809A or 2NA; Figures S3H and S3I). Each mutant

was expressed (Figure S3J), and when assessed for ssDNA

formation, we observed that HELB requires RPA and ssDNA

binding as well as its catalytic activity to suppress end resection

(Figures 3G and S3K).

Long-range resection is catalyzed by two redundant nucle-

ases: EXO1 and BLM-DNA2 (Gravel et al., 2008; Nimonkar

et al., 2011).We therefore testedwhether the increased resection

observed in Helb�/� MEFs was due to the action of these

nucleases. We depleted EXO1 and BLM in Helb�/� cells alone

or in combination (Figure S3L) and measured resection using

the native BrdU assay. We found that the depletion of EXO1

and BLM in Helb�/� cells partially decreased resection, but the

combined depletion of EXO1 and BLM suppressed resection

completely (Figure 3H). These results suggest that HELB antag-

onizes, directly or indirectly, the activity of EXO1 andBLM-DNA2.

HELB Inhibits End Resection In Vitro
The above data suggest that HELB may be able to suppress

resection irrespective of the nature of the nuclease. Helicases

can act as molecular ‘‘cowcatchers’’ that displace DNA-bound

proteins using their ATP-dependentmotor activity. The prototyp-

ical cowcatcher helicase is Dda from T4 bacteriophage, which

like HELB is a member of the SF1b family (Byrd and Raney,

2004). HELB displays cowcatcher activity, as detected by its

ability to displace streptavidin from a 30-biotinylated ssDNA

oligonucleotide (Figure S4A). This result suggested that HELB

might antagonize resection enzymes by translocating on ssDNA

in the 50-30 direction. To test this possibility directly, we assessed

whether HELB could limit DNA end resection of a radiolabeled

2.7 kb substrate in vitro. We observed that HELB limits resection

by the MRN-BLM-EXO1 and MRN-BLM-DNA2 machineries in a

manner that required the inclusion of RPA in the reaction (Figures

4A, 4B, and S4B–S4E). EXO1 could also be inhibited by HELB

using a minimal system in which this nuclease alone was added

to a 2.7 kb substrate, indicating that the HELB-RPA interaction

might be particularly important to limit resection in the context

of BLM-containing nuclease complexes (Figures S4F and

(F) U2OS cells expressing the indicated GFP-HELB derivatives were laser microirradiated as in (B) and processed for RPA2 and g-H2AX immunofluorescence.

The scale bar represents 10 mm. See also Figure S2G.

(G) Fluorescence intensities of GFP-HELB stripes in U2OS cells were quantitated as in (D). The dashed gray line represents the background nuclear fluorescence.

The distributions were compared using the Mann-Whitney U test.
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Figure 3. HELB Limits Resection by Inhibiting EXO1 and BLM-DNA2

(A) Extracts from Helb+/+, Helb+/�, and Helb�/� MEFs were immunoblotted with antibodies against HELB and tubulin.

(B) SSA frequency in Helb+/+, Helb�/�, and GFP-HELB-complemented Helb�/� MEFs was quantitated using the TLR (left). Data are presented as mean ± SEM,

n = 3. In parallel, extracts from these cells were analyzed by immunoblotting with antibodies against HELB and tubulin (right). See also Figure S3D.

(C) Schematic depicting the native BrdU assay to detect ssDNA.

(legend continued on next page)
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S4G). Next, we assessed the ability of HELB to limit resection un-

der conditions in which the MRN, BLM-DNA2, and EXO1 nucle-

ases were added together and found that HELB could suppress

resection under those conditions in an RPA-dependent manner

and in a manner that depended on its ability to bind ssDNA, hy-

drolyze ATP, and bind to RPA, the activities needed to inhibit

resection in vivo (Figures 4C, 4D, and S2C). However, we note

that in the absence of BLM, HELB was unable to inhibit the

flap endonuclease activity of DNA2, suggesting that it inhibits

the BLM-DNA2 machine specifically (Figure S4H). Interestingly,

end resection was never entirely inhibited by HELB under the

conditions used. This suggests that HELB modulates the effi-

ciency of resection, or it may reflect the requirement for RPA

binding prior to the action of HELB on partially resected DNA.

(D) MEFs of the indicated genotypes were grown in the presence of BrdU for 24 hr prior to incubation in the absence (�NCS) or presence (+NCS) of 200 ng/mL

NCS for 3 hr. Cells were fixed and processed for detection of BrdU by flow cytometry without denaturation. A sample was also denatured to detect total BrdU

incorporation. Shown are representative histogram plots of 10,000 cells analyzed for each condition.

(E) Quantitation of the flow cytometry data shown in (D), presented as themean BrdU fluorescence intensity following NCS treatment normalized to the untreated

control cells for each sample (±SEM, n = 5). WT MEFs corresponding to each mutant were derived from their respective littermates.

(F) Quantitation of resection by the native BrdU assay of Helb+/+ and Helb�/� MEFs transduced with lentiviruses expressing non-targeting (CTRL) or CtIP-

targeting shRNAs and treated with NCS. Data were normalized as in (E) and are presented as mean ± SEM, n = 3.

(G) Quantitation of resection by the native BrdU assay of Helb+/+ or Helb�/� MEFs transduced with either a control retrovirus (EV) or viruses expressing the

indicated HELB proteins and treated with NCS. Data were normalized as in (E) and are presented as mean ± SEM, n R 4. See also Figures S3J and S3K.

(H) WT or Helb�/� MEFs transduced with retroviruses expressing non-targeting (shCTRL) or Exo1-targeting (shExo1) or Blm-targeting (shBlm) shRNAs were

processed for detection of BrdU as described in (D). Shown are representative histogram plots of 10,000 cells analyzed for each condition and the mean fold

increase in BrdU fluorescence intensity after NCS treatment (±SEM, n = 4).
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Figure 4. HELB Inhibits Resection In Vitro

(A) The indicated combinations of purified re-

combinant proteins were incubated with a [32P]-

labeled linear 2.7 kb dsDNA substrate. The

resection products were detected by autoradiog-

raphy after agarose gel electrophoresis. See also

Figures S2C–S2E and S4B–S4E.

(B) Densitometric quantitation of the autoradiog-

raphy signals shown in (A). The data represent the

percentage of intact DNA substrate in the reaction

mixtures divided by the percentage of intact DNA

substrate in the no-enzyme control (lane 1). The

bars indicate the mean ± SD, n = 3.

(C) WT or the indicated mutant versions of purified

recombinant HELB protein were incubated with

MRN-BLM-DNA2-EXO1 and with a [32P]-labeled

linear 2.7 kb dsDNA substrate in the presence or

absence of RPA. The resection products were

detected by autoradiography after agarose gel

electrophoresis.

(D) Densitometric quantitation of the autoradiog-

raphy signals shown in (C). The bars indicate the

mean ± SD, n = 3.

HELB Does Not Regulate DSB
Repair Pathway Choice
The inhibition of end resection by 53BP1,

RIF1, and Ku is linked to their ability to

promote NHEJ (Chapman et al., 2012).

We therefore assessed whether loss of

HELB similarly affects NHEJ. First, we

tested whether Helb�/� B cells undergo

class switch recombination (CSR), the

process by which the constant region of the immunoglobulin

(Ig) gene is rearranged to switch antibody isotype. Splenic B cells

were isolated from isogenic WT, Helb�/�, and 53bp1�/� mice

and stimulated with interleukin-4 (IL-4) and lipopolysaccharide

(LPS), and the IgM-to-IgG1 switchingwas determined by flow cy-

tometry. We found that contrary to the case of cells isolated from

53bp1�/� animals, which are severely impaired in CSR, loss of

HELB did not result in a significant change in CSR (Figure 5A),

suggesting that HELB may not influence the choice between

NHEJ and HR. Helb�/� MEFs can form normal levels of ionizing

radiation (IR)-induced RIF1 foci (Figures 5B and S4I), further indi-

cating that HELB loss does not influence NHEJ. We directly as-

sessed NHEJ by assaying the ability of cells to recircularize

exogenous linear substrates (Waters et al., 2014). Helb�/� cells
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were as competent as their parental counterparts in this assay,

whereas Lig4�/� cells showed a markedly reduced efficiency

(Figure 5C). We conclude that HELB does not promote NHEJ.

HELB Mediates the Cell-Cycle Regulation of End
Resection
The subcellular localization of HELB is controlled by the cell cy-

cle (Gu et al., 2004; Spencer et al., 2013). In early G1 cells, HELB

is predominantly nuclear. As cells approach the G1/S transition,

HELB is phosphorylated at its C terminus byCDK2, which results

in its nuclear export, leaving only a fraction of HELB in the nu-

cleus as S phase progresses (Gu et al., 2004). We observed

this phenomenon by immunofluorescence of endogenous

HELB in MEFs, where HELB loses its nuclear enrichment in cells

that are undergoing DNA replication (Figures 6A and S5A). The

cell cycle-dependent subcellular shuttling of HELB was puzzling

at first because DNA end resection is restricted to the S/G2

phase of the cell cycle, that is, at a time when HELB becomes

predominantly cytoplasmic. We therefore tested whether forcing

HELB to localize to the nucleus in S/G2 phase could restore

normal resection levels in Helb�/� cells. We found that introduc-

tion of mutations that disrupt the HELB nuclear export signal

(NES) (V1029A/F1033A/M1036A/L1038A or NESm) resulted in

a partial nuclear enrichment in S/G2 phase cells (Figures 6B

and S5B) that can potently suppress DNA end resection (Fig-

ure 6C) despite the NESm mutant’s being expressed at lower

levels than the WT protein (Figure S3J). Together, these data

indicate that HELB acts in the nucleus to limit resection.

These results further suggest that the nuclear export of HELB

may be critical for the upregulation of DNA end resection seen in

S phase cells. If this model is correct, expression of the HELB-

NESm protein should curtail the normal upregulation of resection

upon S phase entry. Because the dynamic range of the native

BrdU resection assay in WT MEFs is small (Figure 3D), we as-

sessed whether expression of HELB-NESm in 53bp1�/� cells

suppressed its associated hyper-resection phenotype. Indeed,

the HELB-NESm protein, but not its catalytically inactive K462A

mutant, potently blocks the formation of ssDNA in 53bp1�/� cells

following NCS treatment (Figure 6D). Overexpression of the WT

protein could also dominantly suppress end resection in S/G2

cells (Figure 6D), suggesting that resection is sensitive to nuclear

HELB dosage. These results also suggest that HELB and 53BP1

act in distinct pathways to curtail resection. To test this possibility

directly, we generated Helb�/� 53bp1�/� MEFs and assessed

resection following NCS treatment. We observed that the com-

bined loss of HELB and 53BP1 results in an additive increase in

DNA end resection (Figures 6E, S5C, and S5D). Together, these

results indicate that HELB acts independently of 53BP1 to sup-

press resection and suggest that the reduction in the nuclear

abundance of HELB prior to S phase entry is critical for the

activation of end resection during this stage of the cell cycle.

Loss of HELB Results in PARP Inhibitor Resistance in
BRCA1-Deficient Cells
Loss of 53BP1 rescues the lethality of BRCA1 deficiency and

leads to PARP inhibitor (PARPi) resistance in cell and animal

models, through the restoration of end resection and HR in those

cells (Bouwman et al., 2010; Bunting et al., 2010; Cao et al.,

2009; Jaspers et al., 2013). REV7 has also recently been shown

to be required for PARPi sensitivity in BRCA1-deficient cells (Xu

et al., 2015). In a screen to identify other factors that promote

PARPi sensitivity in BRCA1-deficient cells, the Amsterdam-

based authors independently identified murine HELB as a medi-

ator of the cytotoxic effects of PARPi in BRCA1-deficient mam-

mary tumors. Indeed, in confirmation studies, HELB depletion by

two short hairpin RNAs (shRNAs) in two independent Brca1�/�

p53�/� mouse mammary tumor cell lines (G3 and B11) (Jaspers

et al., 2013) resulted in resistance to the PARP inhibitors olaparib

and AZD2461 at two different concentrations (Figures S6A–

S6C). Because hairpin #2 targeted the 30 UTR of murine Helb,

we reintroduced HELB (as a fusion protein with GFP) in Brca1�/�

p53�/� cells depleted of the endogenous HELB protein (Fig-

ure 7A). When these cells were subjected to clonogenic survival

assayswith olaparib and AZD2461, we observed that the reintro-

duction of WT HELB nearly completely restored the sensitivity

of Brca1�/� p53�/� cells to PARP inhibition (Figure 7BC). The

ability of HELB to re-sensitize cells to PARPi was dependent

on its catalytic, ssDNA- and RPA-binding activities (Figure 7BC),

closely mirroring its requirements in suppressing end resection

(compare Figures 7C and 3G). Furthermore, expression of the

NESmmutant, which potently suppresses end resection, hyper-

sensitized cells to PARPi treatment (Figure 7BC).
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Figure 5. HELB Is Not Involved in DSB

Repair Pathway Choice

(A) B lymphocytes were isolated from the spleens

of adult WT, Helb�/�, and 53bp1�/� mice and

treated with LPS and IL-4 to induce switching from

IgM to IgG1. Cells were analyzed 4 days later by

flow cytometry using an anti-IgG1 antibody. Data

are presented as mean ± SEM, n = 3. Significance

was determined using the Mann-Whitney U test

(n.s., not significant).

(B) Quantitation of RIF1 IR-induced foci in WT,

Helb�/�, and 53bp1�/� MEFs fixed 1 hr after a

3 Gy dose of IR. Data are presented as mean ±

SEM, n = 3. See also Figure S4I.

(C) Quantitation of extrachromosomal NHEJ in

Helb�/� (blue) and Lig4�/� (red) MEFs and theirWT

counterparts. Data are presented as mean ± SEM,

n = 3.
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ATM activity is critical for the suppression of PARPi sensi-

tivity in Brca1D11/D11 53bp1�/� cells (Bunting et al., 2010) and

for the unscheduled resection observed in H2AX- and

53BP1-deficient cells. Strikingly, treatment of HELB-depleted

Brca1�/� p53�/� cell lines with two ATM inhibitors, KU55933

and KU60019, reversed the resistance of these cells to PARPi

(Figure S6D), reflecting the reduction in resection observed

in Helb�/� MEFs treated with KU55933 (Figure S6E). Further-

more, ectopic expression of GFP-HELB in PARPi-resistant

Brca1�/� p53�/� cells stably depleted of 53BP1 or REV7

restored their PARPi sensitivity (Figures 7A, 7D, and S6F).

Collectively, our results suggest that the regulation of resection

by HELB modulates the cellular sensitivity of BRCA1-deficient

cells to PARPi.

In parallel to these studies, the Brca1�/� p53�/� tumor cell

lines that carried either the control shRNA vector or a vector ex-

pressing an shRNA against HELB (shHelb-2) were injected into

the fat pads of female mice. When tumors reached a volume of

200 mm3, mice were either left untreated or were treated with

olaparib for 28 days, after which the mice were followed until

the tumor relapsed to a volume of about 1,500 mm3. Tumor

growth and animal survival were monitored. In the absence of

olaparib treatment, tumor growth (Figure 7E, left) and median

time of survival was similar for control and HELB-depleted cells

(7.5 versus 11.5 days, respectively) (Figure 7E, right). However,

in mice grafted with HELB-depleted Brca1-null tumor cells,

olaparib treatment resulted in only a minor reduction in tumor

growth (Figure 7E, left) causing a striking decrease in the me-

dian survival time (28 versus 49 days for control; Figure 7E,

right).

These results suggest that mechanistically, the increased

resection caused by HELB depletion might restore HR in

Brca1-null cells. Consistent with this possibility, loss of HELB

restored RAD51 focus formation in Brca1�/� p53�/� cells (Fig-

ures 7F and S7A) to a magnitude that was similar to that seen

with REV7 depletion (Xu et al., 2015). This phenotype was reca-

pitulated in human cells using siRNA-mediated depletion of

BRCA1 and HELB (Figures S7B and S7C). Together, these

data indicate that the ability of HELB to block resection modifies

the response of BRCA1-deficient cells to PARPi in vitro and

in vivo. However, introduction of the Helb�/� mutation in the

Brca1D11/D11 mouse background did not rescue the embryonic

lethality of BRCA1 deficiency (Table S3), indicating that the

reactivation of HR in BRCA1-deficient cells that have lost

HELB activity is not as complete as what is observed following

53BP1 deletion.

DISCUSSION

We propose that HELB mediates a negative feedback loop initi-

ated by RPA-coated ssDNA that antagonizes the activity of the

EXO1 and BLM-DNA2 nucleases. Interestingly, this feedback

mechanism is itself finely tuned by CDK activity through the

modulation of HELB concentration within the nucleus, such

that resection is suppressed in G1 and activated as cells enter

and progress through S phase. As this pathway operates inde-

pendently of the known end protection systems that target the

initiation of resection, mammalian cells may have evolved at

least two distinct regulatory systems that limit ssDNA overhang

formation: the first system is embodied by the Ku heterodimer

and the 53BP1 pathway, which are critical for DSB repair

pathway choice, and the second, reported here and mediated

by HELB, which limits end resection in an RPA-dependent

manner.

Retention of HELB in the nucleus during S phase, either by im-

pairing its nuclear export or through overexpression, results in

inhibition of resection that can even overcome the hyper-resec-

tion phenotype of 53bp1�/� cells. As cells enter S phase, the

decrease in nuclear HELB may be an important feature in acti-

vating resection. Although nuclear export is clearly an important

mechanism of regulation, we noted that even in the NESm

mutant, there was still some cell-cycle regulation of HELB. This

may be due to the modulation of nuclear import or may be an

entirely different mode of regulation. For example, the interaction

of HELB with SKP2 hints that nuclear HELB levels may be addi-

tionally modulated through ubiquitin-mediated proteolysis.

Our genetic and biochemical dissection of HELB suggests that

it is an ATP-driven motor that translocates on ssDNA in the 50-30

direction to inhibit the action of the BLM-DNA2 and EXO1 nucle-

ases. The exact mechanism by which HELB acts remains to be

determined and will likely require single-molecule studies that

track resection enzymes as well as HELB. Elegant studies with

fission yeast Pfh1, another SF1b family helicase, have indicated

that Pfh1 is anchored at 30-tailed ssDNA-double-stranded DNA

(dsDNA) junctions and uses the energy of ATP to periodically

‘‘reel’’ in the DNA tail to displace telomerase from telomeric over-

hangs (Zhou et al., 2014). An analogous patrolling activity could

endowHELBwith the ability to remove proteins selectively at the

site of resection and represents an attractive model for HELB ac-

tion. However, we have so far failed to gain support for thismodel

when monitoring the accumulation of EXO1 or BLM at laser mi-

croirradiation sites in the presence or absence of HELB (not

shown), and thus this model should be considered speculative.

(B) WT or Helb�/� MEFs transduced with the indicated retrovirus were processed for HELB and BrdU immunofluorescence as in (A). The nuclear intensity of the

HELB signal in G1 (BrdU�) and S/G2 (BrdU+) cells was determined and plotted. Each point represents a nucleus analyzed and bar represents the mean. See also

Figure S5B.

(C) Helb�/� MEFs transduced with either an empty retrovirus (EV) or a retrovirus expressing the indicated HELB variants were grown in the presence of BrdU for

24 hr prior to the addition of 200 ng/mL of NCS for 3 hr. Cells were fixed and processed for the native BrdU assay. Shown are representative histogram plots of

10,000 cells analyzed for each condition and the mean fold increase in BrdU fluorescence intensity after NCS treatment (±SEM, n = 3).

(D) 53bp1�/� MEFs transduced with either an empty retrovirus (EV) or a retrovirus expressing the indicated HELB variants were processed for native BrdU

detection as in (C). Shown are representative histogram plots of 10,000 cells analyzed for each condition and the mean fold increase in BrdU fluorescence

intensity after NCS treatment (±SEM, n = 3).

(E) WT, Helb�/�, 53bp1�/�, and 53bp1�/� Helb�/� MEFs were processed for native BrdU detection as in (C). Shown are representative histogram plots of 10,000

cells analyzed for each condition and the mean fold increase in BrdU fluorescence intensity after NCS treatment (±SEM, n = 3). See also Figures S5C and S5D.
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HELB could alternatively modulate the RPA-ssDNA filament in a

manner that inhibits resection and that confounded our attempts

to monitor resection by assaying RPA phosphorylation in MEFs.

In addition to its role in resection, HELB will likely play a role

in other processes by virtue of its strong interaction with RPA.

In particular, HELB has been proposed to participate in various
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Figure 7. Loss of HELB Leads to PARPi Resistance in BRCA1-Deficient Cells

(A) Extracts from Brca1�/� p53�/� mouse mammary tumor cells (G3 cell line) expressing a non-targeting shRNA (CTRL) or shRNAs against Helb, 53bp1, or Rev7

and stably transduced with an empty retrovirus (EV) or a virus expressing the indicated GFP-HELB protein were analyzed by immunoblotting with antibodies

against HELB and tubulin.

(B) Clonogenic assay using the G3 cell line transduced with the indicated shRNA and GFP-HELB expression constructs and treated with the indicated

concentration of olaparib or AZD2461 or left untreated. Shown are representative images of the culture dishes after staining with crystal violet.

(C) Quantitation of the clonogenic assay shown in (B). Data were normalized to the shHelb + EV sample and are presented as the mean ± SD, n = 3.

(D) Quantitation of clonogenic assays of G3 cells expressing shRNAs against 53bp1 or Rev7 and stably transduced with a retroviral GFP-HELB expression

construct or empty vector before treatment with olaparib or AZD2461. Data are presented as mean ± SD, n = 3. See also Figure S6F.

(E) Relative tumor volume (left) and survival (right) in mice allografted with Brca1�/� p53�/� (G3) cells expressing the indicated shRNA and treated with one

regimen of 50 mg olaparib per kilogram daily for 28 d or treated with vehicle. The indicated p value was calculated using the log rank test.

(F) Quantitation of RAD51 foci in Brca1�/� p53�/� cells expressing a non-targeting shRNA (shCTRL) or one of two different shRNAs targeting Helb. Cells were

fixed 5 hr after a 10 Gy dose of IR. Data are presented as mean ± SD, n = 3. See also Figure S7A.
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aspects of DNA replication (Gerhardt et al., 2015; Guler et al.,

2012; Taneja et al., 2002). DNA replication in Helb�/� MEFs

is normal, as measured by molecular combing of nascent DNA

fibers (Figures S7D and S7E). However, we detected a mild

decrease in replication fork rate during recovery from hydroxy-

urea treatment (Figure S7D). The nature of this slowdown is

intriguing because fork asymmetry (an indicator of fork stalling)

is not affected in Helb�/� cells (Figure S7E), perhaps suggesting

that the role for HELB in the recovery fromDNA replication stress

is indirect.

Finally, our observation that HELB depletion causes PARPi

resistance in BRCA1-deficient cells has implications for our

understanding of HR and the development of PARPi. First, as

53BP1 promotes both NHEJ and end protection, it had been

difficult to untangle which activity of 53BP1 is required to pro-

mote PARPi sensitivity in BRCA1-deficient cells. Because

HELB is not involved in DSB repair pathway choice but rather

limits ATM-dependent end resection, our finding that HELB

depletion promotes resistance ofBrca1�/� p53�/� cells to PARPi

suggests that increasing the extent of resection alone, without

affecting NHEJ, is sufficient to activate BRCA1-independent

HR. However, as the PARPi resistance in HELB-depleted cells

is not as pronounced as that in 53bp1�/� or REV7-depleted cells,

our results also indicate that the proportion of ends engaging

in long-range resection may be another important factor in the

ability of cells to survive PARPi treatment.

EXPERIMENTAL PROCEDURES

HR and SSA DNA Repair Assays

The DR-GFP assay to measure the frequency of HR and the SA-GFP assay to

measure the frequency of SSA were performed as previously described (Stark

et al., 2004). Briefly, HeLa DR-GFP or U2OS SA-GFP cells were transfected

with 10 nM siRNA (Dharmacon) using Lipofectamine RNAiMAX (Invitrogen).

Twenty-four hours later, the cells were transfected with the pCBASceI plasmid

(Addgene #26477) using polyethylenimine. Forty-eight hours after plasmid

transfection, the cells were trypsinized, and the percentage of GFP-expressing

cells was analyzed using the BD FACSCalibur flow cytometer. Mouse experi-

ments in Toronto were approved by the Toronto Centre for Phenogenomics

Animal Care Committee. Mouse experiments in Amsterdam were approved

by the Animal Experiments Review Board of the Netherlands Cancer Institute.

Laser Microirradiation

Cells were sensitized to UV radiation by incubation with Hoechst 33342 for

30min at 37�C. The samples were irradiated using a 355 nm (UVA) laser source

(Coherent) with 8 mW power, then incubated for 4 hr at 37�C before fixation

with 2% paraformaldehyde (human cells) or 95% ethanol/5% acetic acid

(MEFs). Fluorescence intensities were quantitated using ImageJ software.

To control for intercellular variability of GFP-HELB expression in U2OS cells,

the mean laser microirradiation stripe intensity was normalized to the mean

nuclear background intensity in each cell.

Native BrdU Resection Assay

Analysis of end resection using BrdU detection under native conditions was

carried out as previously described (Nishi et al., 2014), with some modifica-

tions. Briefly, MEFs were incubated with 30 mM BrdU for 24 hr, followed by

treatment with 200 ng/mL NCS for 3 hr. For experiments examining the

ATM dependence of end resection, the ATM inhibitor KU55933 (Selleck

Chemicals #S1092) was added to the growth medium 1 hr prior to the addi-

tion of NCS and kept in the medium during the NCS incubation. Cells were

trypsinized, washed with PBS, and fixed with 75% ethanol in PBS for 16 hr

at �20�C. Cells were washed with 0.1% Tween 20 in PBS following fixation

and each subsequent incubation. One half of each sample of cells was dena-

tured using 2 N HCl for 30 min at 22�C, in order to assess total BrdU incorpo-

ration. Blocking was performed in 5% fetal bovine serum (FBS) in PBS for

30 min at 22�C. BrdU in resected ssDNA was detected under native condi-

tions by incubation with mouse anti-BrdU antibody in 5% FBS in PBS for

2 hr at 22�C. The cells were then incubated with a fluorescent anti-mouse

IgG antibody in 5% FBS in PBS for 1 hr at 22�C. Subsequently, BrdU fluores-

cence intensity was analyzed using the BD FACSCalibur flow cytometer and

FlowJo software.
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SUMMARY

G-quadruplex (G4)-forming genomic sequences, in-
cluding telomeres, represent natural replication fork
barriers. Stalled replication forks can be stabilized
and restarted by homologous recombination (HR),
which also repairs DNA double-strand breaks (DSBs)
arising at collapsed forks. We have previously shown
that HR facilitates telomere replication. Here, we
demonstrate that the replication efficiency of gua-
nine-rich (G-rich) telomeric repeats is decreased
significantly in cells lacking HR. Treatment with
the G4-stabilizing compound pyridostatin (PDS) in-
creases telomere fragility in BRCA2-deficient cells,
suggesting that G4 formation drives telomere insta-
bility. Remarkably, PDS reduces proliferation of HR-
defective cells by inducingDSBaccumulation, check-
point activation, and deregulated G2/M progression
and by enhancing the replication defect intrinsic to
HR deficiency. PDS toxicity extends to HR-defective
cells that have acquired olaparib resistance through
loss of 53BP1 or REV7. Altogether, these results high-
light the therapeutic potential of G4-stabilizing drugs
to selectively eliminate HR-compromised cells and
tumors, including those resistant to PARP inhibition.

INTRODUCTION

Genomic instability is a hallmark of cancer caused by failure of

normal DNA replication and/or repair mechanisms (Halazonetis

et al., 2008; Negrini et al., 2010). During replication, the enzy-

matic activities of DNA polymerases, helicases, and nucleases

act in concert to assemble the active replication fork and to

achieve high-fidelity duplication of the genome. Damaged

DNA, secondary DNA structures, and DNA-protein complexes

obstruct progression of replication forks, leading to fork stalling

or, in more severe cases, to irreversible fork collapse and DNA

breakage. Several mechanisms have evolved to overcome

barriers to replication-fork movement, one of which exploits

the HR DNA repair machinery. HR factors act to stabilize stalled

replication forks by preventing their nucleolytic degradation (Ha-

shimoto et al., 2010; Schlacher et al., 2011) to restart arrested

forks (Lambert et al., 2010) and to repair double-strand breaks

(DSBs) arising from disintegrated forks (Aze et al., 2013).

The tumor suppressor BRCA2 is a key component of the HR

pathway of DSB repair. BRCA2 promotes recombination reac-

tions by loading the RAD51 recombinase onto single-stranded

DNA (ssDNA) in concert with the family of proteins known as

the RAD51 paralogs, of which RAD51C is a member (Suwaki

et al., 2011). RAD51-coated ssDNA invades an intact, homolo-

gous duplex DNA molecule, most commonly a sister chromatid,

which becomes the template for accurate DSB repair.

In vitro, G-rich ssDNA can adopt secondary structures known

as G4s under physiological-like conditions (Lipps and Rhodes,

2009). G4s consist of stacks of two or more G-quartets formed

by four guanines via Hoogsteen base pairing stabilized by a

monovalent cation. While in silico analyses have identified

more than 300,000 sites with G4-forming potential in the human

genome (Huppert and Balasubramanian, 2005), more recent

G4-seq approaches enabled detection of more than 700,000

G4 structures genome-wide (Chambers et al., 2015). The first

in vitro visualization of a G4 structure was based on diffraction
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patterns of a guanylic acid solution (Gellert et al., 1962), while ev-

idence that G4s assemble in vivo initially came from

immunostaining of Stylonychia macronuclei with antibodies

raisedagainstG4structureswith telomeresequences (Schaffitzel

et al., 2001). This study demonstrated that telomeres adopt a

G4 configuration in vivo. G4 structures have been subsequently

detected with several other structure-specific antibodies (Biffi

et al., 2013; Henderson et al., 2014; Schaffitzel et al., 2001) and

interacting small molecules (Lam et al., 2013; Müller et al., 2010;

Rodriguez et al., 2012). Importantly, telomeric G-rich DNA se-

quences have a high propensity to adopt G4 configurations

(Parkinson et al., 2002). Telomeres, repetitive DNA sequences

bound by the protein complex shelterin, protect chromosome

ends from degradation and fusion. Telomeric G4s can interfere

with telomere replication, leading to fragile, shorter telomeres.

Supporting this concept, treatment with G4-stabilizing com-

pounds induces telomere dysfunction (Gomez et al., 2006;

Rodriguez et al., 2008; Salvati et al., 2007; Tahara et al., 2006).

During DNA replication, G4s are thought to assemble sponta-

neously on G-rich ssDNA displaced during fork movement. Due

to their thermodynamic stability, G4s cause uncoupling of repli-

some components and fork stalling, which have the potential to

trigger genomic instability. Helicases such as FANCJ, PIF1,

RECQ, BLM, and WRN, the chromatin remodeler ATRX, and

the REV1 translesion polymerase act to dismantle G4s in vitro.

Several lines of evidence support a similar function in vivo for

these factors, essential to preserve genome stability during

DNA replication (Murat and Balasubramanian, 2014). Con-

versely, G4 configurations can be stabilized by specific ligands

that exhibit higher binding specificity for G4s over duplex DNA,

with the G4-interacting compound PDS being one example

(Chambers et al., 2015). In mammalian cells, G4 stabilization

by PDS results in dissociation of shelterin components from telo-

meres (Rodriguez et al., 2008). More recently, PDS was demon-

strated to trigger replication- and transcription-associated DNA

damage at genomic sites with predicted G4-forming potential

(Lam et al., 2013; Rodriguez et al., 2012). These findings highlight

the deleterious consequences of persistent G4s for telomere and

genome integrity.

HR factors, including BRCA2 and RAD51, are required to facil-

itate telomere replication and to prevent telomere shortening

(Badie et al., 2010). It remained unclear, however, whether as-

sembly of telomeric G4s could contribute to the telomere replica-

tiondefectofHR-deficient cells. In thiswork,wedemonstrate that

telomere fragility in cells lacking HR repair is enhanced by PDS

treatment. Importantly, G4-stabilizing compounds, including

PDS, decrease the viability of BRCA1-, BRCA2-, or RAD51-defi-

cient cells, which is associated with elevated levels of DNA

damage and replication stress. We suggest that in the context

of HR deficiency, persistent G4 structures exacerbate the cell-

intrinsic challenges that arise during replication of regions with

G4-forming potential, thus eliciting checkpoint activation, G2/M

cell-cycle arrest, and cell death. This work is therefore highly rele-

vant to the search for treatments that selectively kill tumor cells

whose capacity for HR-mediated repair has been compromised.

RESULTS

BRCA2 and RAD51C Are Required for G-Rich Strand
Telomere Replication
Abrogation of key HR activities elicits telomere fragility (Badie

et al., 2010) suggestive of a role for HR in telomere replication.

To further investigate this concept, we used a plasmid-based

replication assay (Szüts et al., 2008) in H1299 cells harboring

inducible small hairpin RNA (shRNA) against RAD51C or

BRCA2. Doxycycline addition induced efficient depletion of

both proteins, as determined by western blotting (Figures 1A

and 1B). The replication efficiency of a plasmid containing an

array of seven telomeric repeats (TTAGGG)7 was significantly

lower in RAD51C- or BRCA2-deficient cells compared to control

A

B

C

D E

Figure 1. RAD51C and BRCA2 Prevent Lag-

ging-Strand Telomere Fragility

(A and B) Replication efficiency of a plasmid con-

taining (TTAGGG)7 in H1299 cells expressing

doxycycline (DOX)-inducible RAD51C (A) or

BRCA2 (B) shRNAs is shown relative to the repli-

cation efficiency of the empty vector (n = 3 for

RAD51CshDOX; n = 4 for BRCA2shDOX; error bars,

SEM). p values were calculated using a one-

sample t test (*p % 0.05 and ***p % 0.001). Cell

extracts prepared at the time of plasmid trans-

fection were immunoblotted as indicated. GAPDH

and SMC1 were used as loading controls.

(C) CO-FISH detection of lagging (G-rich, green)

and leading (C-rich, red) telomeric strands in

immortalized Rad51cF/F MEFs treated with Cre

(+Cre) and control (�Cre) retroviruses. Enlarged

inset shows the area marked with the yellow

rectangle. Arrows mark lagging-strand fragile

telomeres.

(D and E) Quantification of fragile telomeres in

immortalized Rad51cF/F (D) and Brca2F/- (E) MEFs.

Approximately 1,000 telomeres were scored per

condition per replica (n = 2; error bars, SD). See

also Figure S1.

450 Molecular Cell 61, 449–460, February 4, 2016 ª2016 The Authors



cells (Figures 1A and 1B). RAD51C inhibition did not affect cell

proliferation rate (Figure S1A, available online). Full-length

human RAD51C rescued the telomere replication defect

completely, indicating specificity of the shRNA for its target (Fig-

ure S1B). Importantly, replication of a plasmid containing a

(TTACGC)7 sequence, with two G-to-C substitutions in the telo-

mere repeat, which abrogate the G4-forming potential of the

sequence, was not affected by loss of RAD51C expression

(Figure S1C). Collectively, these data suggest that assembly of

G4 secondary structures on the telomere-containing plasmid

underlines its inefficient replication in BRCA2- or RAD51C-

depleted cells.

We previously reported that Brca2 or Rad51c deletion in

mouse embryonic fibroblasts (MEFs) leads to increased levels

of multiple telomeric fluorescence in situ hybridization (FISH) sig-

nals (Badie et al., 2010), indicative of telomere fragility. To

examine the specificity of the fragile telomere phenotype to the

leading or lagging-strand template, chromosome orientation

FISH (CO-FISH) assays were performed in immortalized Brca2F/-

or Rad51cF/F MEFs, in which gene deletion was induced with

‘‘hit-and-run’’ Cre recombinase. The telomeric G-rich strand

showed a clear propensity for FISH signal fragmentation (Fig-

ure 1C, green). Quantification of fragmented telomeric CO-

FISH signals further demonstrated the bias toward fragility of

the G-rich telomeric strand in Cre-treated Brca2F/- and

Rad51cF/F MEFs (Figures 1D and 1E) as well as in a Brca2�/�

mouse mammary tumor-derived cell line (Evers et al., 2010;

Figure S1D).

G4 Structure Stabilization Exacerbates the Telomere
Fragility in Brca2-Deleted MEFs
Telomere fragility indicates a telomere replication defect (Martı́-

nez et al., 2009; Sfeir et al., 2009), which is thought to stem

from the potential of telomere DNA sequences to adopt G4 sec-

ondary structures known to obstruct replication fork progres-

sion. To test whether telomere fragility in HR-deficient cells

was linked to G4 formation, we used the G4 ligand PDS (Rodri-

guez et al., 2008, 2012) to treat p53�/� MEFs, which are known

to proliferate in the presence of DNA damage, followed by immu-

nofluorescence combined with telomere FISH (IF-FISH) detec-

tion. Exposure to PDS led to accumulation of nuclear foci of

the Ser139-phosphorylated form of histone H2AX (gH2AX, Fig-

ure 2A), a well-established DSB marker. A subset of these foci

colocalized with chromosome ends (Figure 2A, yellow arrow-

heads), while others localized intrachromosomally (Figure 2A,

gray arrowheads). A similar PDS effect has been reported in hu-

man cells (Rodriguez et al., 2012). In addition, PDS triggered a

dramatic reduction in the intensity of telomere FISH signals cor-

responding to the G-rich telomere strand (Figures 2A and S1E).

In these images, the same exposure time was used for image

A B

C D E

Figure 2. Effect of the G4-Interacting Com-

pound PDS on Telomere Fragility and

Viability of Brca-Deficient MEFs

(A) Mitotic chromosome spreads of p53�/� MEFs

grown in the presence (+PDS) or absence (�PDS)

of 5 mMPDS for 48 hr. Preparations were fixed and

stained with anti-gH2AX monoclonal antibody

(green). Telomeres were visualized with a Cy3-

conjugated (CCCTAA)6-PNA probe (red), using

identical exposure conditions for untreated and

PDS-treated cells. DNA was counterstained with

DAPI (blue).

(B) Quantification of fragile telomeres visualized by

FISH on metaphase chromosomes from Brca2F/-

MEFs treated with Cre (+Cre) and control (�Cre)

retroviruses incubated with 5 mM PDS for 40 hr

(n = 2; > 1,500 long-arm telomeres were scored

per condition per replica; error bars, SD). p values

were calculated using an unpaired two-tailed t test

(*p % 0.05).

(C) Dose-dependent viability assays of Brca2F/-

MEFs treated with Cre (+Cre) and control (�Cre)

retroviruses exposed to PDS or olaparib at the

indicated concentrations.

(D) Dose-dependent viability assays of Brca1F/-

MEFs treated as in (C).

(E) Dose-dependent viability assays of immortal-

ized (imm.) MEFs treated as in (C) with retroviruses

encoding shRNA against GFP or 53BP1 (Bouw-

man et al., 2010). Cell extracts were immuno-

blotted as indicated. SMC1 was used as a loading

control. See also Figures S1 and S2. Graphs

shown are representative of at least two inde-

pendent experiments, each performed in triplicate.

Error bars represent SD of triplicate values ob-

tained from a single experiment.
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acquisition of untreated and PDS-treated cells, to enable com-

parison of the telomeric signal intensity between the two sam-

ples. In contrast, in Figure 2B the exposure time was increased

when acquiring images of PDS-treated samples (but not in un-

treated controls) in order to compensate for the reduced

telomeric FISH signal and to enable quantification of fragile telo-

meres. G4 stabilization significantly enhanced the telomere

fragility characteristic of Brca2-deleted MEFs (Figure 2B), sug-

gesting that persistent G4 structures contribute to the telomere

replication defect intrinsic to cells lacking BRCA2.

We next monitored the viability of Brca2-deleted MEFs grown

in the presence of PDS or poly (ADP-ribose) polymerase 1

(PARP1) inhibitor olaparib. Even though PDS was moderately

toxic to BRCA2-proficient MEFs, we detected a more prominent

dose-dependent reduction in the viability of Cre-treated Brca2F/-

MEFs exposed to this compound or olaparib (Figure 2C). The

same specific elimination by PDSwas observed for BRCA2-defi-

cient V-C8 hamster cells (Kraakman-van der Zwet et al., 2002;

Figure S2A) and Brca2�/� mouse mammary tumor-derived cells

(Figure S2B).

The tumor suppressor BRCA1 plays a key role in HR by

promoting end resection, which enables loading of the RAD51

recombinase and initiation of HR-mediated repair. This activity

of BRCA1 is antagonized by 53BP1, which protects broken

DNA ends and channels their repair into non-homologous end

joining (NHEJ) (Bouwman et al., 2010; Bunting et al., 2010). To

address whether NHEJ deficiency also sensitizes cells to G4

stabilizing agents, similarly to HR ablation, we tested whether

Brca1 or 53BP1 loss confers sensitivity to PDS. Only viability of

Brca1-deleted cells was affected by exposure to PDS (Figures

2D and 2E), suggesting that G4 stabilization is specifically toxic

to HR-, but not to NHEJ-compromised cells. A similar HR-spe-

cific effect was observed in response to olaparib (Figures 2D

and 2E).

G4-Interacting Compounds Specifically Kill HR-
Deficient Human Cells
To investigate whether PDS-induced G4 stabilization affects

viability of human cells lacking BRCA2, we used a matched

pair of BRCA2-proficient and deficient DLD1 colorectal adeno-

carcinoma cell lines (Hucl et al., 2008). Exposure of BRCA2-

deficient DLD1 cells to PDS led to a marked decrease in viability

compared to BRCA2-proficient cells within 3 days (Figure S2C),

which became more pronounced after six days of treatment

(Figure 3A). The PARP1 inhibitor olaparib was used as a control

in these experiments based on its ability to preferentially kill

BRCA2-deficient cells (Figure 3B). Importantly, PDS toxicity

to cells lacking BRCA2 was recapitulated in clonogenic assays

in which cells were exposed to the drug for only 24 hr

(Figure S2D).

BRCA2 plays a central role in HR repair by recruiting RAD51 to

the sites of DSBs ssDNA present at stalled replication forks to

initiate strand-invasion reactions. We therefore investigated

whether RAD51 deficiency sensitized cells to G4-interacting

compounds, similarly to loss of BRCA2. Indeed, exposure to

PDS caused a substantial drop in cell viability of HEK293T cells

lacking RAD51 compared to control cells (Figures 3C and S2C).

Olaparib reduced the viability of RAD51-depleted cells; however,

it also exhibited toxicity against control cells (Figure 3D). More-

over, RAD51 depletion sensitized HEK293T cells to theG4 ligand

PhenDC (Figure 3E; Piazza et al., 2010). In western blot analyses

(Figure 3F), PDS and PhenDC both induced apoptosis specif-

ically in RAD51-deficient cells, detected by cleaved PARP1

and gH2AX expression, a well-established marker for DNA dam-

age that is also induced by apoptosis (Rogakou et al., 2000).

Thus, treatment with G4-interacting agents elicits DNA damage

leading to specific killing of cells lacking BRCA2 or RAD51. While

PhenDC drastically reduced viability of Brca1�/� mouse tumor-

derived cells (Figure S2E), its toxicity against BRCA2-deficient

V-C8 cells was rather modest (Figure S2A).
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Figure 3. Effect of PDS on BRCA2- or RAD51-Deficient Human Cell

Viability

(A and B) Dose-dependent viability assays of DLD1 cells, BRCA2 proficient

(+BRCA2) or deficient (�BRCA2), treated with indicated concentrations of

PDS (A) or olaparib (B).

(C–E) Dose-dependent viability assays of HEK293T cells transfected with

control or RAD51 siRNA treated with indicated concentrations of PDS (C),

olaparib (D), or PhenDC (E). Graphs shown are representative of at least two

independent experiments, each performed in triplicate. Error bars represent

SD of triplicate values obtained from a single experiment.

(F) Whole-cell extracts prepared after 4 days of treatment with 2 mM PDS or

PhenDC (PhDC) were immunoblotted as indicated. Tubulin was used as a

loading control. See also Figure S2.
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PDSEnhancesDNADamage Levels in HR-Compromised
Cells
We next focused on understanding the mechanism underlying

the impaired viability of RAD51-deficient cells in the presence

of PDS. Quantification of gH2AX foci as detected by immunoflu-

orescence staining (Figures 4A and S3A) revealed a significant

increase in the frequency of HR-deficient cells containing

gH2AX foci in response to PDS (Figure 4B). On average,

16.5% of untreated RAD51-depleted cells exhibited five or

more gH2AX foci, which escalated to 37.3% and 55.4%

following treatment with 2 or 10 mM PDS, respectively. In control

cells, the focal gH2AX accumulation upon PDS treatment was

not statistically significant (from 4.5% to 8.2% and 9.7%). Alka-

line comet assays, in which the percentage of tail DNA relative to

total DNA was indicative of the levels of DNA damage present in

A

B

C

D

E F

Figure 4. Elevated Levels of DNADamage in

RAD51-Deficient Human Cells Treated with

PDS

(A) Representative images of HEK293T cells

transfected with control or RAD51 siRNA and

treated with PDS for 4 days before processing for

immunofluorescence staining with anti-gH2AX

antibody (green). DNA was counterstained with

DAPI (blue).

(B) Quantification of the frequency of cells withR5

gH2AX foci treated as in (A); n = 3; error bars, SD. p

values were calculated using an unpaired two-

tailed t test (*p % 0.05; **p % 0.01).

(C) Representative images of cells treated as in (A)

processed for comet assays. Scale bar, 50 mm.

(D) Quantification of tail moment using comet

assays of cells treated as in (A); n = 3; error bars,

SD. p values were calculated using an unpaired

two-tailed t test (*p % 0.05).

(E) Representative images of FISH analysis of

metaphase chromosome spreads of cells treated

as in (A) with a Cy3-conjugated telomeric probe

(red). DNA was counterstained with DAPI (blue).

Arrowheads point to chromatid/chromosome

breaks.

(F) Quantification of mean DSB frequencies (red

bars) in cells treated as in (A). Approximately 40

metaphases were analyzed for each sample. See

also Figure S3.

an individual cell (Figure 4C), confirmed

that PDS-triggered DNA damage was

significantly augmented in HR-deficient

compared to HR-proficient cells (Fig-

ure 4D). In agreement with this, PDS eli-

cited increased numbers of DBSs per

metaphase in control cells, and RAD51

depletion further enhanced this effect

(Figures 4E, 4F, and S3B). In these im-

ages we used telomeric FISH probes

that helped define individual chromo-

somes. Given the reduced intensity of

the FISH signal for the telomeric G-rich

strand in PDS-treated samples, we

increased acquisition time for these im-

ages, as described for Figure 2B. The average number of breaks

detected in this assay reflects break accumulation in mitosis,

while cells with higher levels of DNA damage most likely arrest

during G2/M transition. Consistently, PDS treatment and

RAD51 depletion caused a decrease in the mitotic index (Fig-

ure S3C). Taken together, these data supported the concept

that G4 stabilization triggers DNA damage, with lethal conse-

quences in cells with compromised capacity for HR-mediated

repair.

Acute Replication Stress Induced by PDS in Cells
Lacking RAD51 or BRCA2
PDS has been proposed to induce replication-dependent DNA

damage (Rodriguez et al., 2012). This prompted us to monitor

the assembly of replication protein A (RPA) subnuclear foci
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(Figures 5A and S4A) as a readout for genome-wide ssDNA

accumulation. PDS induced an approximately 6-fold increase

in the levels of RPA foci in control cells and approximately

12-fold increase in RAD51-deficient cells (Figure 5B). RPA accu-

mulation on the chromatin, together with elevated frequency of

origin firing and reduced replication rates, represents signatures

of replicative stress (Zeman and Cimprich, 2014). To define

the nature of this replication defect, we performed DNA fiber

analyses in which replication tracks were labeled with consecu-

tive 30 min pulses of CldU and IdU. Addition of PDS during the
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Figure 5. PDS Exacerbates the Replication

Defect of RAD51- and BRCA2-Deficient Hu-

man Cells.

(A) Representative images of HEK293T cells

transfected with control or RAD51 siRNA and

treated with PDS for 4 days before processing for

immunofluorescence staining with anti-RPA anti-

body (green). DNA was counterstained with DAPI

(blue).

(B) Quantification of the frequency of cells with

R10 RPA foci treated as in (A); n = 3; error bars,

SD. p values were calculated using an unpaired

two-tailed t test (*p % 0.05; **p % 0.01).

(C) HEK293T cells transfected with control or

RAD51 esiRNA were processed for DNA fiber

analysis as outlined in the inset, followed by

quantification of the frequency of newly fired

origins (n = 2; error bars, SD). p values were

calculated using an unpaired two-tailed t test

(*p % 0.05).

(D) Quantification of the relative replication tract

length (IdU/CldU) in cells treated as in (C). Middle

line represents median, and the box extends from

the 25th to 75th percentiles. The whiskers mark the

10th and 90th percentiles. p values were calculated

using a Mann-Whitney test (n = 2; ****p < 0.0001).

(E) DLD1 cells, BRCA2 proficient (+BRCA2) or

deficient (�BRCA2), were processed for DNA fiber

analysis as outlined in the inset, followed by

quantification of the frequency of newly fired

origins (n = 2; error bars, SD). p values were

calculated using an unpaired two-tailed t test

(*p % 0.05).

(F) Quantification of the relative replication tract

length (IdU/CldU) in cells treated as in (E). Middle

line represents median, and the box extends from

the 25th to 75th percentiles. The whiskers mark the

10th and 90th percentiles. p values were calculated

using a Mann-Whitney test (n = 2; ****p < 0.0001).

See also Figure S4.

second pulse enabled us to evaluate the

immediate effect of G4 stabilization on

replication. Relative tract length was

decreased significantly in PDS-treated

cells compared to untreated cells, an ef-

fect that was more prominent in cells

lacking RAD51 or BRCA2 expression

(Figures 5D, 5F, S4B, and S4C). PDS

may induce persistent G4s that reduce

replication rate or cause DNA breakage

that obstructs replication fork progression. Possibly as a

compensatory mechanism, PDS treatment significantly

increased the number of newly fired origins, detected as green

tract only, specifically in RAD51- (Figure 5C) or BRCA2-deficient

cells (Figure 5E). Notably, elevated origin firingwas also detected

in untreated HR-deficient cells. Thus, the replication stress

endogenous to HR-compromised cells may be potentiated by

chemical G4 stabilization to levels that become lethal. To test

this possibility, we used aphidicolin as an alternative means to

elicit replication stress (Figure S4D). Treatment with a nontoxic
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dose of aphidicolin led to sensitization of BRCA2-proficient cells

to PDS. The synergy between the two compounds was not

observed in BRCA2-deficient cells. This suggested that

BRCA2 abrogation and aphidicolin treatment cause equivalent

levels of replication stress and DNA damage, leading to compa-

rable outcomes in the context of G4 stabilization by PDS.

PDS Triggers Checkpoint Activation and G2/M Arrest
in HR-Defective Cells
Given the profound antiproliferative effect of PDS in BRCA2- or

RAD51-deficient cells, we examined its impact on the DNA dam-

age response (DDR). In cells lacking BRCA2 or RAD51 expres-

sion, continuous PDS treatment for 4 days elicited a robust

phosphorylation of KAP1 (Ser824), CHK1 (Ser314/345), and

RPA (Ser4/8), indicative of ATM/ATR checkpoint activation, as

well as PARP1 cleavage, a marker for apoptosis (Figures S5A

and S5B). To establish whether DDR preceded apoptosis onset,

we monitored the response to PDS over a 48 hr interval. In

BRCA2-deficient cells, PDS triggered H2AX and CHK1 phos-

phorylation after 8 hr of treatment, whereas PARP1 cleavage

was initiated between 24 hr and 48 hr (Figure 6A). RAD51-

depleted HEK293T cells similarly exhibited gH2AX activation

prior to PARP1 cleavage (Figure S5C). These results indicate

that PDS-induced DDRs are provoked prior to apoptosis in cells

lacking BRCA2 or RAD51. Accordingly, BRCA2- and RAD51-

deficient cells accumulated in G2/M after PDS treatment (Fig-

ures 6B and S6A). A decrease in S-phase cells further reflected

the effect of PDS on cell-cycle progression and checkpoint

activation specifically in HR-deficient cells (Figures S6A and

S6B). PDS induces replication-associated DSBs, although tran-

scription-related DNA damage may accumulate in stages of the

cell cycle other than S phase (Rodriguez et al., 2012). To address

whether PDS causes damage in noncycling cells, G0/G1 arrest

was induced by serum starvation in the presence or absence

of PDS. Arrested cells lacked the ability to incorporate the thymi-

dine analog EdU, in contrast to cells released into the cell cycle

by serum addition to the media (Figure S6C). Quantification of

gH2AX-positive cells demonstrated that PDS treatment for

48 hr did not induce DNA damage in noncycling cells, while a

marked increase in the percentage of cells expressing gH2AX

was detected in the subset of cycling cells treated with PDS

(Figure S6C).

In Vivo Responses of BRCA2-Deficient Tumors
to G4 Ligands
Regardless of the effective suppression of HR-deficient cell

viability and survival by PDS-mediated G4 stabilization (Figures

3A and S2D), the efficacy of PDS could not be established in vivo

due to its toxicity predicted by in vitro studies (Rodriguez et al.,

2012). Instead, we tested in our cellular models a previously re-

ported G4-stabilizing drug, RHPS4 (Gavathiotis et al., 2003;

Gowan et al., 2001; Heald et al., 2002), with well-characterized

pharmacological features (Leonetti et al., 2008; Salvati et al.,

2007). RHPS4 markedly diminished survival of BRCA2-deficient

DLD1 cells relative to BRCA2-proficient cells (Figure 6C). To test

its efficacy in vivo, DLD1 cells were injected into mice and al-

lowed to form palpable tumors. In line with previous publications

reporting the antitumor effect of RHPS4 (Leonetti et al., 2008;

Salvati et al., 2007), this drug repressed growth of BRCA2-profi-

cient tumors as assessed by tumor weight inhibition (TWI) (22%,

Figure 6D). Importantly, the growth inhibitory effect of RHPS4

was almost twice as pronounced in BRCA2-deficient tumors

(TWI = 41%, Figure 6E). RHPS4 treatment elicited a marked

delay in tumor regrowth (approximately 7 days in BRCA2-defi-

cient compared to 4 days in BRCA2-proficient tumors). Thus,

our conclusions based on cellular models can be translated

A B

C D E

Figure 6. Effect of PDS on Viability of

BRCA2-Deficient Cells and Tumors

(A) DLD1 cells, BRCA2 proficient (+BRCA2) or

deficient (�BRCA2), were incubated with 2 mM

PDS. Whole-cell extracts (WCE) or chromatin

fractions prepared at indicated time points were

immunoblotted as shown.

(B) Cells treated as in (A) were processed for FACS

analyses of DNA content after 48 hr. Quantification

of the percentage of cells in G2/M is shown (n = 3;

error bars, SD). p values were calculated using an

unpaired two-tailed t test (***p % 0.001; ****p %

0.0001).

(C) Clonogenic survival assays of DLD1 cells,

BRCA2 proficient (+BRCA2) or deficient

(�BRCA2), exposed to the indicated concentra-

tions of RHPS4 for 24 hr. Error bars represent SD of

triplicate values obtained from a single experiment.

(D and E) Mean tumor weights in untreated and

RHPS4-treated mice injected with BRCA2-profi-

cient (+BRCA2; D) or deficient (�BRCA2; E) DLD1

cells (n = 8; error bars, SD). Tumor weight inhibition

(TWI) was calculated at the time point of maximum

effect. See also Figures S5 and S6.

Molecular Cell 61, 449–460, February 4, 2016 ª2016 The Authors 455



in vivo and support the concept that G4-stabilizing compounds

identify a class of drugs, whichmay facilitate future development

of novel therapeutic strategies for targeting BRCA2-deficient

tumors.

PDS Kills Olaparib-Resistant Tumor-Derived Cells
Treatment of BRCA-deficient tumors poses a major challenge

in the clinic due to the rapid emergence of drug resistance. To

test the potential of PDS to eliminate Brca1-deficient mouse

tumor-derived cells refractory to olaparib, we used two

Brca1�/� cellular mouse models, in which olaparib resistance

was mediated by concomitant loss of REV7 (Figure 7A; Xu

et al., 2015) or 53BP1 (Figure 7B; Jaspers et al., 2013). Cells car-

rying intact Brca1 (Brca1+/+) showed no sensitivity to PDS or

olaparib, while cells established from a Brca1�/� tumor were

sensitive to both drugs, as determined in viability and clonogenic

assays (Figures 7A, 7B, S7A, and S7B). Strikingly, olaparib-resis-

tant Brca1-deficient cells lacking REV7 or 53BP1 expression

(Brca1�/� shREV7; Brca1�/� 53BP1-deficient) were hypersensi-

tive to PDS (Figures 7A, 7B, S7A, and S7B). These effects were

recapitulated in human cells, in which 53BP1 and BRCA1 were

depleted using siRNA (Figure S7C). Our results, therefore,

strongly suggest that BRCA1-deficient cells, including those

resistant to PARP inhibitors, can be targeted by treatment with

G4-stabilizing compounds.

HR restoration in Brca1-deleted cells and tumors is driven by

53BP1 loss, which enables survival (Bouwman et al., 2010; Bun-

ting et al., 2010). Moreover, ionizing radiation (IR)-induced

RAD51 foci assemble in olaparib-resistant Brca1�/�, 53BP1-

deficient cells (albeit not at the same level as in Brca1+/+ cells),

but not in olaparib-sensitive Brca1�/� tumor-derived cells (Jas-

pers et al., 2013). Our data (Figures 7C and 7D) demonstrate
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mouse tumor-derived cell lines Figure 7. Olaparib-Resistant Brca1-Deleted

Tumor Cells Exhibit PDS Sensitivity

(A and B) Dose-dependent viability assays of

mousemammary tumor-derived cell lines deficient

in REV7 (A) or 53BP1 (B) treated with indicated

concentrations of PDS or olaparib. Graphs shown

are representative of at least two independent

experiments, each performed in triplicate. Error

bars represent SD of triplicate values obtained

from a single experiment.

(C) Representative images of cells described in (A)

incubated with 0.5 mM olaparib (OLAP), PDS for

40 hr, or irradiated with 10 Gy of IR followed by 1 hr

recovery and processed for immunofluorescence

staining with anti-RAD51 antibody (green). DNA

was counterstained with DAPI (blue).

(D) Quantification of the frequency of cells withR5

RAD51 foci in cells treated as in (C); n = 2; error

bars, SD; >200 nuclei were analyzed for each

condition per replica. See also Figure S7.

that olaparib treatment itself triggers

RAD51 foci in wild-type and olaparib-

resistant, but not olaparib-sensitive,

cells, thereby providing a direct correla-

tion between olaparib-induced HR reacti-

vation and its impact on cell survival. PDS treatment induced

RAD51 foci in Brca1+/+ cells, similarly to olaparib (Figures 7C

and 7D). However, RAD51 foci were absent in both olaparib-

sensitive and olaparib-resistant cells upon treatment with PDS

(Figures 7C and 7D), suggesting that failure to reactivate HR

repair contributes to the toxicity of this compound in Brca1�/�,
53BP1-deficient cells. To gain further insight into the mecha-

nism of RAD51 foci suppression, we evaluated the levels of

chromatin-associated RPA, indicative of end resection activity.

In the chromatin fraction of PDS-treated cells, less RPA was de-

tected than in cells exposed to olaparib or IR (Figure S7D). Thus,

impaired HR reactivation upon PDS treatment in a Brca1�/�,
53BP1-deficient background is likely caused by defects in end

resection.

DISCUSSION

The ability of G-rich DNA to adopt G4 secondary structures

in vitro was reported over 50 years ago (Gellert et al., 1962).

Although G4s are thought to positively regulate key cellular pro-

cesses, they can also obstruct replication-fork progression,

leading to genomic instability (Tarsounas and Tijsterman,

2013). In this study, we establish that effective replication of

G4 structures requires HR activities. G4s represent potent

replication barriers, andHR provides awell-characterizedmech-

anism for replication-fork restart and repair of replication-associ-

ated DSBs. Yet, the potential requirement for HR in G4 stability

has not been investigated, with the notable exception of Saccha-

romyces cerevisiae pif1 mutants, in which attempts to restart

forks stalled in the vicinity of G4 structures generated recombi-

nation intermediates. This suggested a role for HR in fork restart

when Pif1 activity is abrogated (Ribeyre et al., 2009).
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HR Is Required for Effective Replication of Genomic
Regions with G4-Forming Potential
HR factors have previously been implicated in telomere mainte-

nance (Tacconi and Tarsounas, 2015). In the present work, we

used a plasmid-based replication assay in human cells to

show that replication of telomeric repeats is ineffective when

key HR activities are abrogated. Two lines of evidence estab-

lished the HR requirement for replication of the G-rich telomeric

strand. First, telomere fragility triggered by HR gene deletion

was specific to the G-rich telomeric strand, which possesses

G4-forming potential. Second, disruption of the G4-forming telo-

meric repeats through G-to-C substitutions rescued its replica-

tion defect in HR-deficient cells.

We propose that HR promotes replication in the presence of

obstructive G4 structures by restarting stalled forks and/or by re-

pairing replication-associated DSBs within telomeres, rather

than contributing to telomeric G4 dissolution per se. The latter

process is likely mediated by the shelterin component TRF1,

which recruits BLM helicase to telomeres to unwind G4 struc-

tures (Zimmermann et al., 2014). The concept that HR and

shelterin provide distinct mechanisms for telomere replication

is supported by the synthetic lethality observed between Brca2

and Trf1 gene deletions in immortalized MEFs, accompanied

by additive levels of telomere fragility (Badie et al., 2010). Inhibi-

tion of BLM expression with shRNA in Brca2-deleted cells simi-

larly induced cell-cycle arrest (J.Z. and M.T., unpublished data),

further arguing that independent mechanisms act during telo-

mere replication to dismantle G4s and to repair the DNA damage

induced by persistent G4 structures.

Importantly, G4 stabilization by PDS reduced viability of

mouse, human, and hamster cells lacking BRCA1, BRCA2, or

RAD51. It exacerbated telomere fragility and DNA damage levels

in HR-deficient cells. Conceivably, unresolved G4s presenting

intrachromosomally or within telomeres are converted to DSBs,

eliciting in turn checkpoint activation, cell-cycle arrest, and/or

specific elimination of HR-compromised cells by apoptotic

mechanisms.

The efficacy of PDS in cell killingwaspreviously attributed to its

genome-wide toxicity, suggested by the accumulation of DNA

damage marker gH2AX at genomic sites with computationally

inferred G4-forming sequences (Rodriguez et al., 2012). It is

conceivable that the same sites may be prone to breakage in

HR-deficient cells treated with PDS. Our mitotic DSB quantifica-

tion illustrates the additive effect of PDS on the levels of DNA

damage triggered by HR abrogation itself. A conundrum posed

by this quantificationwas that PDS induced approximately fifteen

DSBs per metaphase in cells lacking RAD51, yet in silico predic-

tions suggested thatmore than 300,000 genomic sites can adopt

G4 configurations (Huppert and Balasubramanian, 2005). This

discrepancy could be explained by the multitude of mechanisms

known to maintain genome integrity by dismantling G4s formed

during genome replication (Tarsounas and Tijsterman, 2013).

While most genomic G4s are dissolved by alternative mecha-

nisms, our data suggest that a subset triggers fork stalling and

DSBs, which are particularly toxic in HR-deficient cells lacking

a key pathway of fork restart and break repair. G4-induced

DNA damage may be repaired by error-prone mechanisms in

the absence of HR, which seems insufficient for the survival of

these cells. Moreover, checkpoint activation prevented entry of

cells with elevated DSB levels into mitosis, which further justifies

the lower number of mitotic DSBs detected in our assay.

Implications for Cancer Therapies
The work presented here demonstrates that the G4-stabilizing

drug RHPS4 limits the growth of BRCA2-deficient tumors

grafted in mice. The well-characterized ability of RHPS4 to

trigger telomere dysfunction may contribute to its toxicity to

BRCA2-deficient cells (Salvati et al., 2007). Therefore, we pro-

pose that the anticancer potential of the G4-stabilizing drug

RHPS4 can be exploited in the clinic for specific targeting of

BRCA2-deficient tumors. This tumor subset is likely to benefit

most from this novel class of anticancer drugs. Furthermore,

these results open a favorable prospective for future clinical

development of PDS into a drug-like compound, with a more

robust anticipated antitumor activity than RHPS4 in models for

BRCA2 inactivation.

Mutations in HR genes such as BRCA1, BRCA2, or RAD51C

predispose individuals to breast and ovarian cancers. Tumors

carrying HR gene deletions are vulnerable to drugs that either

introduce replication-associated DNA damage (e.g., platinum

drugs) or inhibit DNA repair pathways other than HR (e.g.,

PARP1 inhibitors, such as olaparib). In both cases, excessive

DNA-damage accumulation triggers cell death. Here, we pro-

pose that G4-binding compounds identify a novel class of mole-

cules that can be used to target BRCA deficiency. They act by

stabilizing secondary structures in genomic regions with high

G-rich content, thus reducing replication fork speed and inducing

RPA foci indicative of ssDNA accumulation. BRCA gene abroga-

tion is associatedwith the same responses (Carlos et al., 2013). In

the absence of HR, G4-interacting compounds are likely to

elevate the endogenous replication stress to levels that become

lethal due to excessive DNA-damage accumulation.

One well-documented caveat of targeted drug treatments,

such as olaparib, is that tumors rapidly acquire resistance

through mechanisms that include activation of P-glycoprotein

drug efflux transporter, genetic Brca1/2 re-activation, and loss

of 53BP1/REV7 (Bouwman and Jonkers, 2014; Jaspers et al.,

2013; Xu et al., 2015). In this work, we establish that G4-stabiliz-

ing compounds are profoundly toxic to BRCA-defective cells,

including those resistant to PARP inhibitors. In particular, the

striking cytotoxicity of PDS is due to the combined replication

failure induced by this drug and the DNA repair defect associ-

ated with HR abrogation. Therefore, pharmacological G4

stabilization could be exploited in future therapeutic modalities

targeting this difficult to treat tumor subset. Olaparib-resistant

cells fail to reactivate HR in response to PDS, whichmay account

for the lethality induced by this G4-stabilizing compound.

We therefore anticipate that further clinical development of

G4-stabilizing compounds will enhance their ability to selectively

eliminate HR-compromised tumors, including those that have

acquired resistance to existing therapies.

EXPERIMENTAL PROCEDURES

For detailed descriptions of these and additional procedures, see Supple-

mental Experimental Procedures.
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Cell Lines, Culture Conditions, and In Vivo Experiments

HEK293T, H1299, and DLD1 cells were cultured under conventional growth

conditions. In vivo experiments were performed as previously described

(Salvati et al., 2007). All animal procedures were in compliance with the na-

tional and international directives (D.L. March 4, 2014, no. 26; directive

2010/63/EU of the European Parliament and of the council; Guide for

the Care and Use of Laboratory Animals, United States National Research

Council, 2011).

Plasmid-Based Replication Assay

Plasmid-based replication assays were performed as previously described

(Sarkies et al., 2010; Szüts et al., 2008) with modifications listed in Supple-

mental Experimental Procedures.

RNAi

DLD1 and HEK293T cells were transfected with 40 nM siRNA using Dharma-

fect 1 (Dharmacon) according to manufacturer’s instructions.

Cell Viability Assays

Cell viability was determined by incubation with 10 mg/ml of resazurin for 2 hr.

Fluorescence was measured at 590 nm using a plate reader (POLARstar,

Omega one). Cell viability was expressed relative to untreated cells of the

same cell line, thus accounting for any differences in viability caused by HR

deficiency. Graphs shown are representative of at least two independent ex-

periments, each performed in triplicate. Error bars represent SD of triplicate

values obtained from a single experiment.

FACS Analysis

Cells were harvested by trypsinization, washed in cold PBS, and fixed in ice-

cold 70% ethanol overnight at 4�C. Following two washes in PBS, cells were

incubated with 20 mg/ml propidium iodide and 10 mg/ml RNase A (Sigma) in

PBS. At least 10,000 cells were analyzed by flow cytometry (Becton Dickin-

son). Data were processed using CellQuest (Becton Dickinson) and ModFit

LT software.

Alkaline Single-Cell Gel Electrophoresis Comet Assay

Thecometassaywasperformedaspreviouslydescribed (Singhet al., 1988). Tail

measurement was performed using the Komet 5.5 image analysis software.

Immunofluorescence

Cells were subjected to immunofluorescence staining as described (Tarsou-

nas et al., 2004).

Preparation of Metaphase Spreads and Telomere FISH

Metaphase spread preparation and telomeric FISH were performed as previ-

ously described (Badie et al., 2015).

Chromosome Orientation FISH and IF-FISH

For CO-FISH, cells were plated at 50%–60% confluency and treated with

10 mM bromodeoxyuridine (BrdU) for 20 hr. Colcemid (0.2 mg/ml) was added

to the cells 4–6 hr before metaphases were processed for CO-FISH as previ-

ously described (Bailey et al., 2001).

For IF-FISH, metaphases were spun onto coverslips using a cytospin appa-

ratus (Cytospin 4, Fisher) and subjected to immunofluorescence staining as

described (Tarsounas et al., 2004). Samples were fixed again in 4% parafor-

maldehyde in PBS, and FISH was performed as described (Tarsounas et al.,

2004) using 15 mg/ml Cy3-conjugated (CCCTAA)6-PNA telomeric probe

(Applied Biosystems).

DNA Fiber Assay

DNA fiber assays were performed as described previously (Jackson and

Pombo, 1998).

Immunoblotting

SDS-PAGE and immunoblotting were performed as previously described

(Badie et al., 2015). See Supplemental Experimental Procedures for antibodies

used in this study.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures

and seven figures and can be found with this article online at http://dx.doi.

org/10.1016/j.molcel.2015.12.004.
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Piazza, A., Boulé, J.B., Lopes, J., Mingo, K., Largy, E., Teulade-Fichou, M.P.,

and Nicolas, A. (2010). Genetic instability triggered by G-quadruplex interact-

ing Phen-DC compounds in Saccharomyces cerevisiae. Nucleic Acids Res.

38, 4337–4348.
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SUMMARY

DNA replication stress can cause chromosomal
instability and tumor progression. One key pathway
that counteracts replication stress and promotes
faithful DNA replication consists of the Fanconi ane-
mia (FA) proteins. However, how these proteins limit
replication stress remains largely elusive. Here we
show that conflicts between replication and tran-
scription activate the FA pathway. Inhibition of tran-
scription or enzymatic degradation of transcription-
associated R-loops (DNA:RNA hybrids) suppresses
replication fork arrest and DNA damage occurring
in the absence of a functional FA pathway.
Furthermore, we show that simple aldehydes, known
to cause leukemia in FA-deficient mice, induce
DNA:RNA hybrids in FA-depleted cells. Finally, we
demonstrate that themolecular mechanism bywhich
the FA pathway limits R-loop accumulation requires
FANCM translocase activity. Failure to activate a
response to physiologically occurring DNA:RNA
hybrids may critically contribute to the heightened
cancer predisposition and bone marrow failure of
individuals with mutated FA proteins.

INTRODUCTION

Replication of the human genome is a complex process requiring

orchestrated activation and maintenance of replication forks

emanating from thousands of origins of replication during

S-phase. Replication forks stall when they encounter obstacles

on the DNA, upon which they require swift processing to prevent

their disassembly, resulting in DNA damage. Such collapsed

replication forks can contribute to spontaneous recombination

events and genomic instability, a hallmark of cancer (Aguilera

and Gómez-González, 2008). Faithful DNA replication requires

several factors, including proteins of the Fanconi anemia (FA)

pathway. To date, 18 FA genes (FANCA-T) have been identified,

and homozygous inactivation of any FAgeneproduct leads to the

pediatric syndrome Fanconi anemia, characterized by progres-

sive bone marrow failure, spontaneous chromosomal instability,

andhigh cancer predisposition. Functionally, the FApathway can

be divided into at least three different sub-complexes, the largest

of which is the core complex consisting of the FANCA, FANCB,

FANCC, FANCE, FANCF, FANCG, FANCL, and FANCM gene

products. The core complex, together with the E2 ubiquitin-

conjugating enzyme FANCT/UBE2T, have a critical role in acti-

vating the FA pathway through monoubiquitination of the

FANCD2 and FANCI proteins. This, in turn, promotes DNA repair

through the specialized downstream Fanconi proteins FANCD1/

BRCA2, FANCN/PALB2, FANCJ/BRIP1, FANCO/RAD51C,

FANCP/SLX4, FANCQ/XPF/ERCC4, and FANCS/BRCA1 (Hira

et al., 2015; Kee and D’Andrea, 2012; Kottemann and Smogor-

zewska, 2013; Rickman et al., 2015; Walden and Deans, 2014;

Wang, 2007). Cells from FA patients are hypersensitive to DNA

interstrand crosslinking (ICL) agents, potent inhibitors of both

DNA replication and transcription. Accordingly, it has been

proposed that the FA pathway has a major role in responding to

replication stress by facilitating the resolution of DNA lesions

arising during DNA replication (Constantinou, 2012; Knipscheer

et al., 2009; Kottemann and Smogorzewska, 2013). Recently,

work from the Patel group (Langevin et al., 2011) has identified

simple aldehydes that can arise endogenously from processes

of cellularmetabolism as a potent source of DNAdamage that re-

quires action of the FA proteins. Mice with combined deficiency

for FANCD2 or FANCA and the aldehyde-catabolizing enzyme

Aldh2 show developmental defects and early onset of acute

leukemia (Langevin et al., 2011; Oberbeck et al., 2014). However,

it is unclear how aldehydes confer their toxicity because mice

mutually deficient for Aldh2 and the DNA translesion synthesis

polymerase Rev1, which cooperates with FA proteins in the

same pathway for ICL repair (Niedzwiedz et al., 2004), do not

develop any of the phenotypes observed in FANCA/Aldh2-defi-

cient mice (Oberbeck et al., 2014). Therefore, identifying the

endogenous substrate that activates the FA pathway under

normal growth conditions remains one of the key questions crit-

ical for the understanding of this devastating disease.

During transcription, nascent RNA can form hydrogen bonds

with one strand of the DNA double helix, leading to the formation
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of DNA:RNA hybrids (R-loops). R-loop formation has been

described in vivo, and its physiological functions include class

switch recombination, bacterial and mitochondrial replication,

and protection against DNA methylation at CpG island pro-

moters (Aguilera and Garcı́a-Muse, 2012; Skourti-Stathaki and

Proudfoot, 2014). Persistent R-loops could stall replication forks

driving genome instability, which is fundamental to cancer and

other diseases (Bhatia et al., 2014; Lecona and Fernández-Ca-

petillo, 2014). Here we show that conflicts between replication

and transcription and also transcription-associated DNA:RNA

hybrids are crucial endogenous DNA lesions that require action

of the FA proteins. In particular, we provide evidence that a func-

tional FA pathway protects cells from unscheduled accumulation

of such hybrids and that its loss results in an increased level of

DNA damage and spontaneous chromosomal instability, both

hallmarks of FA patients. Accordingly, inhibition of transcription

or removal of excess DNA:RNA hybrids by expression of RNase

H1 suppresses increased replication fork stalling and DNA dam-

age occurring in FA-depleted cells. At the mechanistic level, we

show that FANCM, the most highly conserved protein in the FA

pathway, resolves DNA:RNA hybrids via its intrinsic translocase

activity. Unexpectedly, we also found that aldehydes induce

DNA:RNA hybrid formation in FANCD2-depleted cells, suggest-

ing a mechanism by which by-products of cellular metabolism,

such as simple aldehydes, could exert their toxic effect on our

genome. Therefore, we propose that DNA:RNA hybrids are

endogenous and physiological substrates of the FA pathway

and that, by suppressing excessive DNA:RNA hybrid formation,

the FA pathway ensures faithful genome duplication.

RESULTS

The FA Pathway Facilitates Accurate Replication under
Normal Growth Conditions
Hypersensitivity to agents that impede the progression of repli-

somes is a hallmark of FA, and, consequently, we and others

have found that the FA pathway plays a role in the response to

replicative stress (Knipscheer et al., 2009; Lossaint et al., 2013;

Schlacher et al., 2012; Schwab et al., 2010). Accordingly, upon

treatment with replication inhibitors, a central component of

the FA pathway, FANCD2, is activated by monoubiquitination

in an ATR-dependent manner (Andreassen et al., 2004). Subse-

quently, FANCD2 is targeted to damaged replication forks (Los-

saint et al., 2013) and forms foci colocalizing with the DNA repair

proteins gH2AX, BRCA1, and RAD51 (Montes de Oca et al.,

2005; Taniguchi et al., 2002). Interestingly, FANCD2 is also

monoubiquitinated and forms foci that colocalize with gH2AX

in unchallenged cells (Taniguchi et al., 2002; Figure S1A). This

suggests that FANCD2 is also required for dealing with replica-

tive stress that arises in cells undergoing normal cell cycle pro-

gression. To test this, we analyzed DNA replication in control

and FANCD2-depleted cells under normal growth conditions us-

ing the DNA fiber technique (Blackford et al., 2012; Schwab and

Niedzwiedz, 2011). To determine the impact of FANCD2 deple-

tion on global replication fork dynamics, we measured the

lengths of sister fork tracts. Sister forks emanating from the

same origin of replication and traveling in opposite directions

typically display similar replication rates (Conti et al., 2007).

Consequently, differences in tract lengths indicate that individual

forks are more prone to stalling. We noticed a significant in-

crease in asymmetric sister forks in FANCD2-downregulated

cells compared with control cells (Figure 1A), suggesting a wide-

spread perturbation of the normal replication program. In sup-

port of this notion, we also found increased phosphorylation of

MCM2 on Ser-108 and RPA on Ser-33 (Figure 1B) in FANCD2

knockdown cells, both markers of replicative stress (Cortez

et al., 2004; Sirbu et al., 2011). Failure to restart stalled forks is

a strong signal for DNA damage (Schlacher et al., 2012), and,

accordingly, western blot analysis showed increased gH2AX

and phosphorylation of RPA2 at Ser-4/Ser-8 in FANCD2 knock-

down cells (Figure 1C). These modifications are associated with

DNA double-strand breaks (Sartori et al., 2007), and, therefore,

we examined DNA integrity by single-cell gel electrophoresis.

Cells with FANCD2 knockdown showed a significant increase

in DNA breaks compared with control cells (Figure 1D). DNA

damage is a precursor of genomic instability, and, in line with

this, we found a greater number of cells with micronuclei in

FANCD2-depleted cells (Figure 1E), a phenotype also observed

in FA patient cells (Heddle et al., 1978). Moreover, FANCC�/�

mouse embryonic fibroblasts (MEFs) as well as FANCA�/�

mouse hematopoietic stem cells also display signs of replisome

instability and activation of the DNA damage response (DDR) in

unchallenged cells (Luebben et al., 2014; Walter et al., 2015).

Taken together, these findings underscore the FA pathway’s

general role in facilitating replication under normal growth

conditions.

The Fanconi Anemia Pathway Protects Replication
Forks against Transcription-Induced Fork Collapse
Replication of actively transcribed genes induces local replica-

tion stress, and, hence, compromises genome stability (Helm-

rich et al., 2011; Tuduri et al., 2009). We wondered whether the

defects we observed in FANCD2-deficient cells could stem

from transcription impeding replisome progression. Using prox-

imity ligation assays (PLAs), we observed that FANCD2 colocal-

izes with total as well as elongating RNA polymerase II (Fig-

ure 2A). This colocalization is decreased upon transcription

inhibition, with the majority of the PLA-positive cells being

confined to the S-phase of the cell cycle (Figures S1B and

S1C). Next, we addressed whether transcription contributes to

the FA pathway activation and genome instability seen in

FANCD2-depleted cells by inhibiting transcription with cordyce-

pin, a potent inhibitor of RNA chain elongation (Rose et al., 1977).

Cordycepin treatment significantly decreased FA pathway acti-

vation, as measured by the frequency of FANCD2 focus-positive

cells as well as FANCD2 monoubiquitination (Figure 2B; Fig-

ure S1D). The dose of cordycepin used extensively inhibited

transcription without appreciably altering the cell cycle profile

(Figures S3E–S3G). Importantly, treatment with two additional

transcription inhibitors, 5,6-dichloro-1-b-D-ribofuranosyl-benz-

imidazole (DRB) and flavopiridol, also greatly decreased the

number of FANCD2 focus-positive cells (Figure 2C). Strikingly,

inhibition of transcription restored sister fork symmetry in

FANCD2-depleted cells to the level observed in the control (Fig-

ures 2D and 2E), and this correlated with a reduction in the DNA

damage response (Figures 2F and 2G).
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Depletion of RNA biogenesis factors such as ASF/SF2 com-

promises transcription and results in genome instability (Li and

Manley, 2005; Luna et al., 2005). Therefore, we hypothesized

that ASF/SF2 knockdown should increase the likelihood of repli-

cation forks colliding with stalled transcription complexes and,

as such, further compromise genome stability in FANCD2-

depleted cells. Accordingly, we found that ASF/FANCD2 dou-

ble-depleted cells grew significantly slower (Figure 3A; Fig-

ure S2A) and showed increased genome instability, as indicated

by an elevated frequency of micronuclei and chromosomal

aberrations compared with any of the single depletions (Figures

3B and 3C). These results provide further support to the notion

that the defective DNA replication and genome instability

observed in FANCD2 knockdown cells are associated with

transcription complexes acting as promiscuous replication fork

barriers.

The FA Pathway Suppresses Genomic Instability
Associated with Unscheduled Accumulation of
DNA:RNA Hybrids
Perturbation of transcription is associated with excessive R-loop

formation and has recently been linked to genome instability

(Aguilera and Garcı́a-Muse, 2012; Gan et al., 2011; Skourti-Sta-

thaki and Proudfoot, 2014; Tuduri et al., 2009). To determine

whether the FA pathway is required to limit such structures, we

blotted genomic DNA from control and FANCD2-depleted cells

onto a membrane and probed it with the S9.6 antibody, which

specifically recognizes DNA:RNA hybrids (Boguslawski et al.,

1986). The intensity of the DNA:RNA hybrid signal was increased

in FANCD2-depleted cells (Figure 4A). We confirmed this finding

by performing immunostaining experiments with the S9.6 anti-

body and also noticed a marked increase in the nuclear fluores-

cence intensity in cells depleted of FANCD2 (Figure 4B). We also

found increased nuclear DNA:RNA levels when excluding

nucleolar signals from the analysis (Figure S2B), indicating that

RNA:DNA hybrids are elevated both in the nucleoli and the

nucleus.

To understand whether suppression of DNA:RNA hybrids is a

general function of the FA pathway, we analyzed additional FA

mutants. To this end, we depleted FANCA, which is required

for FANCD2 monoubiquitination, and we found significantly

increased DNA:RNA hybrid formation in these cells (Figure 4C;

Figures S2C and S2D). To verify and extend this observation,

we also analyzed the level of DNA:RNA hybrids in avian

FANCD2�/� and FANCL�/� DT40 mutants. The levels of

DNA:RNA hybrids were increased in these mutants compared

with wild-type cells (Figure 4D), suggesting that accumulation

of DNA:RNA hybrids is a general phenomenon associated with

FA deficiency. The presence of increased levels of DNA:RNA hy-

brids in FANCL�/� knockout cells suggests that monoubiquitina-

tion of FANCD2 is required to suppress their formation because

FANCL is the E3 ligase that carries out FANCD2 activation by

monoubiquitination (Alpi et al., 2008; Meetei et al., 2003). There-

fore, it was not surprising that avian FANCD2 knockin cells ex-

pressing endogenous levels of the monoubiquitination-defective

FANCD2 K563Rmutant protein (Seki et al., 2007) showed higher

A

B C

D E

Figure 1. FANCD2 Protects Cells from

Replication Stress and Preserves Genomic

Integrity

(A) DNA fiber analysis comparing sister fork sym-

metry. Shown are typical sister forks of U2OS cells

treated with control (sictrl) or FANCD2 siRNA

(siFANCD2). The ratios of the lengths of two cor-

responding sister replication forks are plotted. The

middle line represents the median and the boxes

the 25th and 75th percentiles. The whiskers mark

the smallest and largest values. Mann-Whitney

test was used to determine statistical significance

(n = 3). ***p % 0.001.

(B) Western blots of whole-cell lysates of control

and FANCD2 siRNA-treated U2OS cells probed

for phosphorylation of MCM2 on Ser-108 (MCM2-

pS108) and RPA2 on Ser-33 (RPA2-pS33). Histone

H3, PCNA, and RPA2 served as loading controls.

(C) Western blot showing activation of the DDR

upon depletion of FANCD2, including phosphory-

lation of histone H2AX on Ser-139 (gH2AX) and of

RPA2 on Ser-4 and Ser-8 (RPA2-pS4/S8). RPA2

and histone H3 were used as loading controls.

(D) Comet assays of RNAi-treated U2OS cells.

Individual data points of olive tail moment are

plotted, showing mean ±SEM in red (n = 3, two-

tailed Mann-Whitney test). ****p % 0.0001.

(E) DAPI-stained nuclei and micronuclei (arrow-

heads) of RNAi-treated U2OS cells. Mean ±SEM

of micronucleus-positive cells are plotted (n = 3;

unpaired, two-tailed Student’s t test). *p % 0.05.
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levels of DNA:RNA hybrids compared with the level observed in

wild-type cells (Figure 4D). Taken together, our findings indicate

that FA pathway activation and FANCD2 monoubiquitination are

required to limit DNA:RNA hybrid formation.

Next, we tested whether DNA:RNA hybrids contribute to the

genome instability associated with FA deficiency. To this end,

we made use of RNase H1, a nuclease that specifically removes

such hybrids. First, we verified that overexpression of RNase H1

reduces the elevated DNA:RNA hybrid load observed in FANCD2

knockdown cells (Figure 5A). We confirmed this observation by

incubating genomic DNA purified from control and FANCD2

knockdown cells with RNase H1. As expected, this treatment

abolished the DNA:RNA hybrid signal in both samples (Fig-

ure S3A). Importantly, RNaseH1 overexpression attenuated acti-

vationof theFApathway in cells undergoingnormal cell cyclepro-

gression, as judged by the significantly diminished formation of

FANCD2 focus-positive cells aswell as FANCD2monoubiquitina-

A

B C

D E

F G

Figure 2. FANCD2 Colocalizes with Sites of

Transcription and Prevents Transcription-

Induced Replication Stress

(A) Proximity ligation assay showing that FANCD2

colocalizes with total and transcriptionally elon-

gating (phospho-S2) RNA polymerase II. neg. ctrl.,

negative control.

(B) Treatment with 50 mM of the transcription in-

hibitor cordycepin for 3 hr decreases the number of

FANCD2 focus-positive cells. Means ±SEM are

displayed (n = 4; unpaired, two-tailed Student’s

t test). *p % 0.05.

(C) Treatment with either 100 mM DRB or 0.8 mM

flavopiridol for 2 hr decreases the number of

FANCD2 focus-positive cells. Means ±SEM are

shown (n = 3; unpaired, two-tailed Student’s t test).

*p % 0.05, **p % 0.01.

(D) DNA fiber analysis comparing sister fork sym-

metry in control or FANCD2-depleted U2OS cells

treated with DMSO or cordycepin. The ratios of the

lengths of two corresponding sister replication

forks are plotted. The middle line represents the

median and the boxes the 25th and 75th percen-

tiles. The whiskers mark the smallest and largest

values. Mann-Whitney test was used to deter-

mine statistical significance (n = 3). ***p % 0.001,

****p % 0.0001.

(E) Flavopiridol treatment reduces replication fork

asymmetry. The experiments were plotted and

statistical analysis was performed as in(D). *p %

0.05, ****p % 0.0001.

(F) Western blot of whole-cell lysates from cordy-

cepin- and siRNA-treated U2OS cells. Cordycepin

abolishes the activation of gH2AX occurring in the

absence of FANCD2. MCM2 was the loading

control.

(G) Western blot of whole-cell lysates from control

and FANCD2-depleted cells treated with the tran-

scription inhibitor DRB or flavopiridol. H3 served as

the loading control.

tion (Figure 5B; Figure S3B), while not

considerably altering the cell cycle profile

(Figure S3C). Furthermore, it also rescued

impaired the replication fork progression seen in FANCD2 knock-

down cells (Figure 5C). This was accompanied by a significant

reduction in DNA breaks as well as diminished activation of the

DDR response (Figures 5D and 5E). Replicative stress has

recently been linked to progressive elimination of hematopoietic

stem and progenitor cells in FA patients because of constitutive

activation of the p53/p21 response (Ceccaldi et al., 2012). We

found that FANCD2-depleted U2OS cells also show a similar

response, which was decreased upon overexpression of RNase

H1 (Figure 5E). This indicates that physiologically occurring

DNA:RNA hybrids induce FA pathway activation and, in its

absence, contribute to the constitutive activation of the p53/p21

axis as well as genome instability associated with this disease.

Recently, it has been shown that DNA:RNA hybrid-associated

DSB formation is dependent on XPF (Sollier et al., 2014). There-

fore, we knocked down XPF in FANCD2-deficient cells to test the

contribution of this structure-specific nuclease to the DNA
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damage load observed in these cells. As shown previously,

knockdown of XPF decreased the overall level of DNA breaks,

as measured by comet assay (Sollier et al., 2014; Figures S3D

and S3E). Concomitant depletion of both XPF and FANCD2 re-

sulted in a slightly decreased level of DNA breaks compared

with the siFANCD2 sample. However, the level of damage

seen in the double knockdown was still significantly higher

than in XPF-depleted cells (Figure S3D). Therefore, we conclude

that FANCD2 is required to suppress DNA breaks associated

with the presence of DNA:RNA hybrids in a manner that is

partially independent of the role of XPF in this process, perhaps

specifically during the S-phase of the cell cycle. Finally, to verify

our small interfering RNA (siRNA) data, we used clustered regu-

larly interspaced short palindromic repeats (CRISPR)/Cas9

nickase-based gene editing (Hsu et al., 2014) in U2OS cells to

generate FANCD2�/� clones (Figures S4A and S4B). The use

of Cas9 nickase has been shown recently to minimize any off-

target effects (Shen et al., 2014). As expected, deletion of

FANCD2 in the analyzed clones rendered the cells hypersensi-

tive to the crosslinking agent cisplatin (Figure S4C). Similar

to what we observed in siRNA-treated U2OS cells, both

A B

C

Figure 3. Transcription-Associated Stress

Exacerbates the Phenotype of FANCD2-

Depleted Cells

(A) Representative alamar blue assay showing

that mutual downregulation of ASF and FANCD2

decreases cell proliferation compared with control

or single knockdown cells. Error bars show SD

from triplicates. a.u., arbitrary unit.

(B) Quantification of micronuclei in U2OS cells

showingmean ±SEM of three independent assays.

Student’s t test was used for statistical analysis.

*p % 0.05; **p % 0.01; ns, not significant.

(C) Typical example of a metaphase spread of cells

treated with siRNA against ASF and FANCD2.

Arrows point to aberrations. The graph displays the

frequency of chromosomal aberrations in U2OS

cells after treatment with the indicated siRNAs

(SEM of three independent experiments; Student’s

t test was used for statistical analysis). *p % 0.05,

***p % 0.001.

FANCD2�/� clones displayed increased

DNA breaks, genome instability, and

DNA:RNA hybrid formation under normal

growth conditions (Figures S4D–S4F).

Given that DNA-damaging agents, such

as camptothecin (CPT) and UV light,

induce DNA:RNA hybrid formation (Sollier

et al., 2014; Tresini et al., 2015), we

analyzed whether aldehydes, which have

recently been implicated in the pathology

of FA (Langevin et al., 2011), could also

promote the formation of such structures.

First, we assessed the effect of low, non-

toxic doses of formaldehyde on transcrip-

tion and cell cycle progression. Treatment

with 5 mM formaldehyde for 2 hr did not

markedly reduce overall transcription efficiency and cell cycle

progression (Figures S5A and S5B). However, we found that

formaldehyde treatment resulted in a further increase in

DNA:RNA hybrids in FANCD2-deficient cells (Figure 5F). In line

with the putative role for formaldehyde in DNA:RNA induction

in FANCD2-deficient cells, inhibition of transcription with flavo-

piridol decreased the level of DNA:RNA hybrids in these cells

(Figure S5C). Therefore, formaldehyde toxicity in FA-deficient

cells could be, at least partially, related to its ability to induce

DNA:RNA hybrids, thereby impacting replisome stability in

the absence of FA. Taken together, these data suggest that

the FA pathway prevents the deleterious effects associated

with DNA:RNA hybrid accumulation and that such structures

could be the cause of genome instability in FA-defective cells.

The Fanconi Anemia Pathway Promotes Genome
Stability through FANCM-Coupled Resolution of
DNA:RNA Hybrids
Next, we asked whether the FA pathway could provide enzy-

matic activity to resolve DNA:RNA hybrids directly. A likely mem-

ber of the FA pathway with such a putative function is FANCM. It
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possesses double-stranded DNA translocase activity implicated

in the processing of Holliday junction intermediates and replica-

tion fork reversal in vitro (Gari et al., 2008). In vivo, the protein has

been shown to rescue stalled forks (Blackford et al., 2012;

Schwab et al., 2010). Studies using recombinant FANCM have

tested its activity only with DNA:DNA substrates (Gari et al.,

2008). However, the protein is, in fact, classified to belong to

the DEAD/DEAH family of DNA:RNA helicases. Therefore, we

considered the possibility that FANCM could directly remove

DNA:RNA hybrids through its translocase activity. In line with

this notion, we observed a significant increase in DNA:RNA

hybrid formation in FANCM-depleted cells (Figure 6A; Fig-

ure S6A). Importantly, purified FANCM was not only able to

unwind replication fork structures, as shown previously (Gari

et al., 2008; Figure S6B), but it efficiently unwound DNA:RNA hy-

brids in vitro (Figures 6B and 6C) despite such substrates being

more stable than DNA:DNA hybrids found at a replication fork

(Chien and Davidson, 1978). The branch-migratable structures

were designed to mimic both the 50 and 30 ends of a DNA:RNA

hybrid, and our biochemical analyses have shown that FANCM

can translocate along either the Watson or Crick strand in a 30-
50 direction and disrupt DNA:RNA base pairing (Figures 6B and

6C). As expected, the resolution of DNA:RNA hybrids requires

FANCM’s translocase activity because the translocase-dead

mutant protein was unable to unwind these substrates. Similarly,

addition of non-hydrolysable ATP (ATP-g-S) blocked the reac-

tion (Figures 6B and 6C; Figure S6B). Finally, knockin DT40 cells

expressing the translocase-dead variant of FANCM (Rosado

et al., 2009) also displayed elevated levels of DNA:RNA hybrids

(Figure 6D). This suggests a mechanism by which FANCM

directly promotes DNA:RNA hybrid resolution, replication fork

restart, and, consequently, faithful genome duplication. Because

we observed no unwinding activity when the RNA sequence and

flap sequence were heterologous (Figure S6C), we conclude that

DNA:RNA hybrid resolution is carried out via its branchmigration

activity.

DISCUSSION

Although DNA:RNA hybrids form naturally and have an important

role in various biological processes, such as class-switch

recombination or transcription termination (Skourti-Stathaki

et al., 2011; Yu et al., 2003), it has recently become apparent

that their persistent presence can drive genomic instability (Agui-

lera and Garcı́a-Muse, 2012; Skourti-Stathaki and Proudfoot,

2014). Consequently, their formation and removal must be

controlled and balanced carefully to prevent a detrimental effect

on genome stability, cell survival, and organismal development.

Our data suggest that the FA pathway is an important player in

controlling DNA:RNA hybrid-associated defects. Accordingly,

we show that, under normal growth conditions and in the

absence of a functional FA pathway, cells display signs of repli-

cative stress because of replication forks being stalled by tran-

scription complexes, which subsequently leads to replisome

collapse, DNA breaks and genome instability. These pheno-

types are suppressed by inhibition of transcription or removal

A B

C D

Figure 4. The FAPathway Prevents the Accu-

mulation of DNA:RNA Hybrids

(A) Experimental overview. Quantitative infrared

(IR) fluorescence of genomic DNA of control and

FANCD2-depleted cells using S9.6 antibody. De-

natured DNA was probed with an antibody against

single-stranded DNA (ssDNA) to determine DNA

loading. The graph shows the ratio of DNA:RNA

hybrid IR fluorescence intensity divided by single-

stranded DNA IR fluorescence intensity from four

independent experiments.

(B) Assembled z stacks of immunofluorescence

staining with S9.6 antibody of FANCD2-depleted or

control U2OS cells. Shown is the distribution of

mean fluorescence intensity of individual nuclei in

arbitrary units, with mean ±SEM in shown red (two-

tailed Mann-Whitney test, n = 3). **p % 0.01.

(C) The same as in (B) but with cells incubated with

sictrl or siFANCA. ****p % 0.0001.

(D) Quantified immunofluorescence intensity with

the DNA:RNA hybrid-specific antibody S9.6 of

wild-type (WT) DT40, FANCD2�/�, FANCD2 K563R

mutant, and FANCL�/� cells. The dot plot repre-

sents the mean fluorescence intensity of individual

nuclei from three independent experiments, with

the middle line representing the mean and whiskers

the SEM (two-tailed Mann-Whitney test). ****p %

0.0001.
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of DNA:RNA hybrids through overexpression of RNase H1.

Mechanistically, the FA pathway not only suppresses the forma-

tion of R-loops but also actively resolves such structures utilizing

FANCM’s translocase activity. Based on these observations, we

propose that the FA pathway plays a dual role in suppressing

genome instability associated with conflicts between replication

and transcription machineries. On one hand, it contributes to the

stabilization of stalled replication forks until DNA:RNA hybrids

are removed, and, on the other hand, it provides enzymatic

activity to directly dismantle them. Consequently, this allows

arrested replisomes to restart and faithfully complete genome

duplication (Figure 6E).

Mutations in proteins controlling DNA:RNA hybrid levels have

been identified in various tumors and are also highly prevalent in

leukemias (Groh and Gromak, 2014), occurring at a high rate in

FA patients (Kee and D’Andrea, 2012). Therefore, it is conceiv-

A B

C D
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Figure 5. Removal of DNA:RNA Hybrids

Prevents Transcription-Induced Replication

Stress in FANCD2-Depleted Cells

(A) Mean nuclear DNA:RNA hybrid fluorescence

intensity of RNaseH1-overexpressing sictrl or

siFANCD2-treatedcells (n=3,mean±SEM, two-tailed

Mann-Whitney test). ***p% 0.001, ****p% 0.0001.

(B) Frequency of cells with more than ten FANCD2

foci in control or GFP-RNaseH1-transfected U2OS

cells. Mean ±SEM are plotted (two-tailed Student’s

t test, n = 5). *p % 0.05.

(C) Sister fork ratio with or without RNaseH1 over-

expression. Box and whiskers are as in Figure 1A

(n = 3, two-tailed Mann-Whitney test). **p % 0.01,

***p % 0.001.

(D) Comet assay with sictrl and siFANCD2-treated

cells overexpressing RNaseH1. Mean ±SEM is

shown in red (two-tailed Mann-Whitney test, n = 3).

***p % 0.001.

(E) Western blot showing decreased activation of

gH2AX, p53 (S-15) and p21 in FANCD2-depleted

cells overexpressing RNaseH1. RPA2 served as a

loading control.

(F) Distribution of mean fluorescence intensity of in-

dividual nuclei from control and FANCD2-depleted

cells in the presence or absence of formaldehyde,

with mean ±SEM shown in red (two-tailed Mann-

Whitney test, n = 3). ****p % 0.0001.

able that the FA pathway suppresses

tumorigenesis by promoting the resolu-

tion of transcription-dependent replication

blockades that could otherwise initiate the

collapse of replication forks. This hypothe-

sis could also explain the characteristic

stem cell defects and heightened risk of

tumorigenesis of FA patients because

increased fork collapse might affect spe-

cific cellular compartments harboring cells

that are particularly sensitive to DNA dam-

age, such as hematopoietic precursors. In

support of this, constitutive activation of

the p53/p21 axis because of physiologically

occurring replicative stress has recently been proposed as a

central mechanism for progressive elimination of hematopoietic

stem cells in FA patients (Ceccaldi et al., 2012). Accordingly,

FANCA-deficient mouse hematopoietic stem cells show high

levels of DNA damage during progression through S-phase (Wal-

ter et al., 2015).

Recently, seminal work from the Patel laboratory has sug-

gested naturally derived aldehydes as drivers of bone marrow

failure in FA-deficient mice (Langevin et al., 2011). Because alde-

hydes generate a plethora of DNA adducts, it is still impossible to

precisely pinpoint the nature of the endogenous DNA lesion

induced by aldehydes upon which the FA proteins act. Interest-

ingly, our data show that treatment with formaldehyde results in

increased DNA:RNA hybrid formation, suggesting a mechanism

by which these compounds could contribute to genome insta-

bility, in particular in the absence of FA. Notably, treatment
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with other DNA-damaging agents, such as CPT or UV light, has

recently been shown to also induce R-loop formation (Sollier

et al., 2014; Tresini et al., 2015). Therefore, toxicity associated

with aldehydes could, at least partially, arise from altered tran-

scription and/or transcript splicing, which can induce DNA:RNA

hybrid formation (Huertas and Aguilera, 2003; González-Aguilera

et al., 2008; Tresini et al., 2015). Alternatively, DNA nicks gener-

ated during the repair of aldehyde adducts could drive the forma-

tion of such hybrids. Indeed, it has been reported recently that

nicks in the DNA template serve as strong DNA:RNA hybrid-initi-

ating sites (Roy et al., 2010). Furthermore, it is possible that

multiple compounds that arise endogenously from cellular

metabolism could directly or indirectly induce DNA:RNA hybrid

formation. Accordingly, DNA damage arises spontaneously in

FA-deficient cells, including hematopoietic stem cells (Walter

et al., 2015), which are still proficient for aldehyde-detoxifying

enzymes. Therefore, we propose that the FA pathway counter-

acts physiologically arising replicative stress associated with

transcription complexes and/or unresolved DNA:RNA hybrids

acting as potent replication barriers.

EXPERIMENTAL PROCEDURES

Cell Culture and Transfection with siRNA and DNA

U2OS and HeLa cells were maintained in DMEM and 10% fetal bovine serum

(FBS). Chicken DT40 cells were cultured as described before (Schwab et al.,

2010). siRNAs from Invitrogenwere used for all knockdowns, with the following

sequences: FANCA, AAGGGUCAAGAGGGAAAAAUA (Sato et al., 2012);

FANCD2, GGUCAGAGCUGUAUUAUUC (Wagner and Karnitz, 2009); FANCM,

AGACAUCGCUGAAUUUAAA (Xue et al., 2008); siASF, GUAUUGACCU

UAUACUAAA (Tuduri et al., 2009); sictrl, CGUACGCGGAAUACUUCGA

A B

C

D E

Figure 6. The FA Pathway Prevents

DNA:RNA Hybrid Accumulation via the

DNA:RNA Branch Migration Activity of

FANCM

(A) Quantified immunofluorescence intensity with

the DNA:RNA hybrid-specific antibody S9.6 of

sictrl or siFANCM-treated cells. The dot plot rep-

resents the mean fluorescence intensity of indi-

vidual nuclei from three experiments, with the

middle line representing the mean and whiskers

the SEM (two-tailed Mann-Whitney test). ****p %

0.0001.

(B) Model of branch migration activity of FANCM,

leading to the resolution of DNA:RNA hybrids, and

in vitro unwinding assays with purified FANCM or

FANCM K117R mutant and FAAP24 on migrat-

able 30 and 50 DNA:RNA flap structures.

(C) Quantification of DNA:RNA hybrid resolution

using a migratable replication (Rep) fork substrate

as a positive control.

(D) Quantified immunofluorescence intensity with

the DNA:RNA hybrid-specific antibody S9.6 ofWT

DT40, FANCM�/� cells, and DT40 cells express-

ing FANCM D203A translocase-dead mutant

protein. The dot plot represents mean fluores-

cence intensity of individual nuclei from three in-

dependent experiments, with the middle line

representing the mean and whiskers the SEM

(two-tailed Mann-Whitney test). ****p % 0.0001.

(E) Model explaining how the FA pathway pre-

vents conflicts between replication and tran-

scription. In the absence of the FA pathway,

conflicts between replication and transcription

result in activation of the DDR, DNA:RNA hybrid

accumulation, defects in replication fork pro-

gression, DNA lesions, and genomic instability. In

the presence of a functional FA pathway, tran-

scription-induced replication fork stalling leads to

monoubiquitination of FANCD2 by the FA core

complex proteins and, therefore, activation of the

FA pathway, resulting in stabilization of stalled

replication forks. Subsequently, FANCM resolves

replication blocks consisting of DNA:RNA hybrids

via its translocase activity, and replication can

resume normally.
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(Tuschl, 2006); and siXPF, UUAACGUGGUGCAUCAAGG. Cells were trans-

fected twice with 24 nM siRNA oligonucleotides using HiPerFect (QIAGEN).

Cells were harvested 48 hr after the second siRNA administration. For exper-

iments with RNase H1, transfections were performed 24 hr after the second

siRNA pulse, and cells were harvested 36 hr later. 0.8 ng/ml GFP-RNase H1

plasmid DNA was used for experiments analyzing FANCD2 ubiquitylation sta-

tus, and 0.3 ng/ml was transfected for all other experiments. Transfections

were performed with Lipofectamine 2000 (Invitrogen). The GFP-RNase H1

plasmid was a gift from N. Proudfoot.

Chromosomal Aberrations

Cells were prepared for analysis of chromosomal aberrations as described

previously (Blackford et al., 2015).

Generation of FANCD2 by CRISPR/Cas9

The following guide RNA (gRNA) sequences targeting the fourth exon of

FANCD2 were selected using the optimized CRISPR Design tool (http://

crispr.mit.edu; Hsu et al., 2013; gRNA1, TTTGTCTTGTGAGCGTCTGC;

gRNA2, GGAGTCTTACATTGAGGATG). DNA oligonucleotides were pur-

chased from Integrated DNA Technologies and cloned into the pX335-GFP

vector (Cong et al., 2013) to generate targeting constructs that were subse-

quently co-transfected in an equimolar ratio into U2OS cells using Lipofect-

amine 2000. 24 hr after transfection, cells were sorted using aMoFlo cell sorter

(Beckman Coulter) for cells expressing Cas9 nickase (GFP-positive cells) and

left to recover for 6 days before sorting for single cells and allowing colonies to

form. FANCD2 expression was analyzed by western blotting. Two clones

showing loss of all detectable FANCD2were selected for subsequent analysis.

Immunofluorescence Microscopy

U2OS cells were grown overnight on coverslips. DT40 cells were allowed to set

on Polysine slides (Thermo Scientific) for 10 min before fixation. Blocking was

performed with 10% FBS in PBS for 1 hr. All antibodies were diluted in 0.1%

FBS in PBS, and washes were performed with PBS unless stated otherwise.

Alexa Fluor 488 or Alexa Fluor 555 secondary antibodies (Molecular Probes)

were diluted 1:500. For quantification of micronuclei, cells were fixed and

permeabilized in 100%methanol at�20�C for 20 min, blocked, and then incu-

batedwith anti-a-tubulin (1:1,000). The coverslips weremounted onto amicro-

scope slide with Vectashield containing DAPI (Vector Laboratories). To visu-

alize GFP-RNase H1 and FANCD2 foci, cells were fixed with 4%

paraformaldehyde for 10 min and permeabilized with 0.5% Triton X-100 for

5 min. After blocking, cells were incubated with anti-FANCD2 (1:750) or anti-

gH2AX (1:750), followed by incubation with the secondary antibody. Finally,

coverslips were incubated with GFP booster (1:200, Atto488, Chromotek)

and then mounted. For quantification of the S9.6 mean fluorescence intensity,

cells were fixed with 4% paraformaldehyde for 10 min, extracted with 100%

methanol at �20�C for 5 min, and then blocked with 5% BSA and 0.2% milk

in PBS for 1 hr. S9.6 (1:60) was incubated in blocking buffer for 3 hr, and

washes were performed with PBS containing 0.1% Tween 20. Images were

acquired with a Zeiss 510 Meta laser-scanning confocal microscope at 363

magnification. ImageJ was used for picture processing, assembly of z stacks,

and quantification of S9.6 mean intensity.

DNA Slot Blot Analysis

3–5 3 106 cells were washed in PBS and lysed overnight in DNA lysis buffer

(100 mM Tris-HCl [pH 8.5], 5 mM EDTA, 0.2% SDS, and 100 mM NaCl) con-

taining 0.5 mg/ml proteinase K at 55�C. Genomic DNA was precipitated with

isopropanol, spooled onto a rod, washed with 70% ethanol, air-dried, and re-

suspended in Tris-EDTA (TE) buffer. Equal amounts of DNA were blotted onto

a nitrocellulose membrane (Amersham Biosciences) using a slot blot appa-

ratus (Bio-Rad) and subsequently baked at 80�C for 2 hr. The membrane

was blocked with 5% skimmed milk in PBS and incubated with S9.6 antibody,

followed by incubation with an infrared dye secondary antibody (LI-COR Bio-

sciences). The membrane was scanned using a quantitative fluorescence im-

aging system (Odyssey, LI-COR Biosciences). Subsequently, the membrane

was incubated in denaturing buffer (0.4 M NaOH and 0.6 M NaCl), followed

by neutralizing buffer (1.5 M NaCl and 0.5 M Tris [pH 7.4]) and an anti-sin-

gle-strand DNA antibody to detect total DNA.

DNA Fiber Assay

The assay was performed as described elsewhere in detail (Schwab and

Niedzwiedz, 2011).

Antibodies, Western Blotting, Cell Cycle Analysis, Transcription

Inhibition, and PLA

See Supplemental Experimental Procedures for details.

Biochemical Analysis

Purification of FANCM:FAAP24 was performed as described previously

(Coulthard et al., 2013). DNA:RNA hybrids that mimic the 50 or 30 region of

the transcription bubble were generated using 30-base pair (bp) and 60-bp

DNA and RNA oligonucleotides (Table S1). 5 pmol 50-[g32P]-labeled XOmig1

and 15 pmol cold oligos were annealed in 50 ml annealing buffer (5 mM Tris-

HCl [pH 7.5], 10 mM NaCl, 1 mM MgCl2, and 0.1 mM DTT) using a two-step

assembly method according to Table S2 and purified as described previously

(Rass and West, 2006). For branch migration assays, 15-ml reactions con-

tained 0.5 nM protein and 0.25 nM DNA substrate in reaction buffer (6 mM

Tris [pH 7.5], 5% glycerol, 0.1 mM EDTA, 1 mM DTT, and 0.5 mM MgCl2)

and 1 mM ATP or ATP-g-S. Reactions were carried out at 30�C for the indi-

cated periods, deproteinized, and separated by 12% PAGE in Tris-borate-

EDTA (TBE). Quantification was performed using ImageJ after subtracting

the background level of double-stranded DNA (dsDNA) in the input. See Tables

S1 and S2 for oligo sequences.

Statistics

Statistical analysis was performed using GraphPad Prism 6.0e software

and the tests described in the figure legends.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

six figures, and two tables and can be found with this article online at http://

dx.doi.org/10.1016/j.molcel.2015.09.012.
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